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EXECUTIVE SUMMARY

This report describes the development of a prototype Holographic Enhanced

Remote Sensing System (HERSS). HERSS consists of three primary subsystems: (1) an

Image Acquisition System (IAS) to acquire video images of a remote worksite; (2) a Digital

Image Processing System to process the image data and build a numerical base of the object

surface points; and (3) a Holographic Generation System (HGS) to display a full-parallax

view of the remote objects in near-real-time (i.e., in less than 30 seconds). HGS uses a

Spatial Light Modulator (SLM) as the object source and thermoplastic as the recording

medium. Several alternative configurations were developed and evaluated for each

subsystem. For the IAS, two optical imaging designs were developed -- an afocal

telecentric lens system and a non-afocal-telecentric lens system. For the DIPS, three

algorithms were pursued -- Frieden, Hausler, and Z-contrast. For the HGS, two primary

holographic recording configurations were evaluated -- baseline and phase conjugate.

Other HGS experimentation included use of a 3-SLM-stack exposure method as well as use

of a new Du Pont photopolymer recording material. A key advantage of the stacking

technique was a reduction in the time to generate a holographic flame.

Full-parallax holograms were successfully generated by superimposing SLM

images onto the thermoplastic and photopolymer. Each SLM image contained the object

information associated with a unique depth plane at the remote work site. The multiple

exposure capacity of the thermoplastic was found to be limited. With the 3-SLM-stacking

technique, the storage capacity of the thermoplastic was doubled. However, other limits of

the thermoplastic precluded its use in the ultimate system. An improved HGS

configuration utilizes the phase conjugate recording configuration, the 3-SLM-stacking

technique, and the photopolymer. The holographic volume size is currently limited to the

physical size of the SLM. A larger-format SLM is necessary to meet the desired 6.0-inch

holographic volume. A photopolymer with an increased photospeed is required to

ultimately meet a display update rate of less than 30 seconds. It is projected that the latter'

two technology developments will occur in the near future. While the IAS and DIPS

subsystems were unable to meet NASA goals, an alternative technology is now available to

perform the IAS/DIPS functions. Specifically, a laser range scanner can be utilized to build

the HGS numerical data base of the objects at the remote work site.

The HERSS concept has potential for use as a teleoperations 3-D display device.

The system can ultimately be used to perform space maintenance activities, remote

operations in hazardous environments, and to handle dangerous materials.
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1. INTRODUCTION

Three-dimensional (3-D) display of a remote worksite during teleoperations can

enhance the telepresence experienced by human controllers. Enhanced telepresence is a feeling

of "being there" which can translate to a more accurate perception of the relative distances

between objects at the worksite. Currently-employed display systems utilize multiple two-

dimensional (2-D) TV camera views of the remote site require the teleoperator to form a mental

map of the 3-D world. This results in slow operations. Furthermore, the user typically cannot

position the end effector of the remote manipulator system closer than six or seven inches of

the desired location. Three-dimensional holographic displays have the potential to offer shorter

performance time, improved safety, and expansion of teleoperations to close range tasks that

would normally require extra-vehicular activity (cf., Iavecchia, Arnold, Gaynor, Rhodes, and

Rothenheber, 1987).

This report describes the development of a prototype Holographic Enhanced Remote

Sensing System (HERSS) to:

• Acquire video images of a remote worksite;

• Process the image data to build a numerical base of the object surface points; and

• Display a view of the surfaces holographically in near real time.

The work was performed as part of a Phase II research effort awarded by the National

Aeronautics and Space Administration (NASA) under the Small Business Innovation Research

(SBIR) Program, contract NAS7-1036, monitored by the Jet Propulsion Laboratory.

1-1



1.1 BACKGROUND AND PHASE I ANALYSES

The objective of the Phase I effort, performed in 1987, was to investigate the

feasibility of using a holographic-based system for near-real-time display of a remote worksite.

Phase I technical tasks included:

• Review NASA teleoperations and operating environments,

• Review visual factors in depth perception and determine display design criteria
relevant to space-based NASA teleoperations,

• Compare alternative 3-D display technologies with particular emphasis on human
interface issues,

• Review the state-of-technology in holographic display generation,

• Assess the applicability of existing holographic techniques for a NASA
teleoperations display system, and

• Develop a HERSS system architectural concept considering application

requirements.

The review of NASA teleoperations requirements documented increases in the

number and complexity of future space operations. Telerobotic servicers are planned for a

gamut of tasks including spacecraft servicing and structural assembly, as well as for

contingency events. These servicers are to be controlled by astronauts from the interior of a

space station. A clear need for the development of displays to enhance telepresence at the

telerobotic workstation was identified. Prime candidates for enhanced telepresence are 3-D

display technologies. A brief comparative review of current 3-D display technologies is

provided below followed by a summary of the results of the Phase I Effort.

1.1.1 3-D Display Technologies

Three-dimensional display technologies fall into three major categories: stereo pair,

multiplanar, and holographic (Hodges and McAllister, 1987). Stereo pair displays present

unique perspective views to the right and left eyes corresponding to the views that would

normally be seen due to the horizontal eye separation. The disparate images presented to each

eye are fused by the brain through a process known as stereopsis that results in the perception

of a solid 3-D object. Multiplanar displays create the perception of a solid 3-D object by
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rapidly andsequentiallyprojectingflat images,eachrepresentinga specificdepthplane,intoa

volumetricspace.Onemultiplanarimplementationusesavibratingvarifocalminor to alterthe

distance at which each depth plane is projected (Sher, 1990; Traub, 1967). Another

implementationusesanacousto-opticmodulatorto directa laserbeamacrossthesurfaceof a
rotatingdiscto addressparticularpointswithin animagevolume(Williams andGarcia,1988;

1989). Holographic displays provide 3D imagesby presentingto the viewer an optical

wavefrontthatduplicateswhatwouldbeseenby anobserverwhois directlyviewing anobject
volume.

Variousadvantagesanddisadvantagesareassociatedwith eachof the3-D display

technologies.Althoughstereographicsystemscanprovidecolordisplayof solid3-Dobjects,

theytypically only provideaveridical perspectiveview from only oneobservationposition.

Stereographicsystemscanprovidea correctperspectiveview for everyobservationposition,
that is, full p_allax, but this requiresuseof sophisticatedequipmentand processing. For

systemsthatutilize two camerasto gatherright andleft eyeviews at a remoteworksite, full

parallax is achievedwith a head-trackingdevice that slavesright andleft camerasto head

movement(Cole,Pepper,andPinz; 1981).For systemsthatuseacomputerto generatefight

andleft eyeviewsof anunderlyingnumericaldatabase,acomputationally-intensivealgorithm

is usedto computethecorrectright- andleft-eyeperspectives.Viewer discomforthasbeen
reportedwith theuseof suchstereographicsystemsincludingheadacheandmotion sickness

symptoms. This could leadto an increasein theoccurrenceof spaceadaptationsyndrome.

Finally, 5% of thepopulationis unableto fusestereographicimagesandanother10%may

haveproblemsusingthedisplaybecauseof stereopsisdeficiencies.

Multiplanarandholographicdisplayscanprovideinherentfull parallax. However,
multiplanarsystemsare typically limited to wireframeandtranslucentimagesaswell asan

updaterateof approximately10Hz.Theprimarydrawbackfor holographicsystemsis thetime

requiredtocreatea 3-D image.Typically, theinterferencepatternof anobjectwavefrontanda

referencewavefrontmustbe recorded. In the absenceof a real objectto producetheobject
wave,someform of computergenerationis necessary.Techniqueshavebeendevelopedto

compute the interference, or diffraction, pattern associatedwith a particular object

(Weingartner, 1983). However, the technique is computationally-intensive and time
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consuming.AerodyneResearch,Inc.,in anattempttominimize thecomputationaleffort, used
aninterferometricsystemto recordtheexposurepatternsassociatedwith differentpointsof the

object. (Caulfield, 1983; Gaynor, Rhodes,and Caulfield, 1987). The processis fairly

efficient,thoughstill time-consuming because the interference patterns are recorded one by one

for each object point. Even this holographic display system could not approach near-real-time

update rates, that is, with an update in less than a minute.

1.1.2 Phase I Analyses

The Phase I design goals and technical efforts were driven by the identified NASA

goals and requirements for space-based telerobotics including (cf., Iavecchia, et al., 1987):

1. A full-parallax, holographic image should be created;

2. The 3-D data base representing the object space should be determined with

minimal computational effort and should be based on real and reliable data;

3. Operator safety and comfort must be maximized; and

4. An inherent capability for direct graphic overlay onto the holographic display

should be provided for integrated data display.

The Phase I analysis of holographic, as well as supporting electronics and recording

material technologies, indicated that near-real-time holographic display was possible. The

proposed Holographic Enhanced Remote Sensing System (HERSS) uses a video camera to

collect image data at the remote worksite. The video data is processed to create a 3-D numerical

data base of the surfaces of the objects at the remote worksite. Prior to holographic generation,

the numerical data base is "sliced" into 2-D image planes with each 2-D plane representing the

surface points at a unique depth position. During holographic exposure, each 2-D image plane

is sequentially transmitted to a spatial light modulator. The image on the spatial light modulator

acts as the object source for the hologram. Each 2-D image plane is sequentially exposed onto

a thermoplastic recording material, in a plane-by-plane fashion until the entire object volume is

recorded and one holographic frame is complete.
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A keyinnovationof this concept was the use of photosensitized thermoplastic as the

recording material. Thermoplastic materials are capable of developing a holographic frame

following exposure in less than a minute and are reusable. Another key feature of the design

was the use of a computer-addressable spatial light modulator to hold image data for a

particular depth plane while acting as the "coherent" object source for the hologram. The plane-

by-plane recording scheme had three major advantages:

(a) The potential to quicken the generation of a single holographic frame because
the information was being recorded object-plane-by-object-plane instead of

point-by-point as in the Aerodyne technique.

(b) The potential to increase the amount of information contained in a single
holographic frame because more information could be recorded in a single
exposure. All recording materials have limits to the number of multiple

exposures that can be recorded before serious image degradation occurs.

(c) Near-real-time holographic recording would be possible.

To achieve the first goal - near-real-time display update - a spatial light modulator

(SLM) was selected as the holographic image source and thermoplastic was selected as the

holographic medium. Two-dimensional depth slices of the surface points of the object space

could be sequentially displayed on the SLM and exposed onto the thermoplastic. The

thermoplastic material is capable of rapid development and erasure of a holographic image and

has the capability to store/erase at least 100 holographic frames per sheet.

Concerning the second goal - minimization of computational effort in acquiring image

data - an afocal telecentric image acquisition system was proposed. An afocal configuration

provides constant transverse and longitudinal magnification throughout the image volume.

Thus, software algorithms to correct for image distortions caused by non-uniform

magnification (as would occur with conventional imaging schemes) would not be necessary. If

the system is also telecentric, the imaging operation is space-invariant in three dimensions,

further simplifying the required image processing software. Further, the image acquisition and

processing system design scheme avoids reliance on template matching and prediction

algorithms to recognize remote object shapes. Instead, the video image slices (containing both

blurred and in-focus information) are analyzed to determine true surface point locations.
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With respectto thethird goal- operatorsafetyandcomfort - it wasdeterminedthat

the holographicdevelopmentprocesswould not posea health threat. That it, the normal

thermoplasticdevelopmentprocesswouldnotresultin theemissionof uncontrolledtoxinsinto

theoperator'sworkstation(Neville,Marzwell,personalcommunications,1987).

Thefourthgoal- graphicoverlaycapabilityontotheholographicimage- wasreadily

achievable.Becausethesourceof theholographicimageis anumericaldatabaseof thesurface

pointsof theremoteobjectspace,graphicdatacanbeinsertedanywherein thevolumetricdata
baseasappropriate.

In summary,ananalysisof theproposeddesignindicatedthefollowing:

Three-dimensionalimagingprovidesanopportunityfor enhancedtelepresence,
reduced operator workload, improved mission efficiency and safety, and
expansionof teleoperationalactivities for NASA space-basedoperations.

• Stereographymay be unsuitable for space-basedoperations becauseof its
potentialto inducemotionsicknesssymptoms.

• Holographywasa promising3-D display technologysuitablefor space-based
environments.

• Holography was capable of providing near-real-time 3-D display of the remote
worksite for NASA teleoperation tasks.

• All components for the proposed near-real-time holographic display system were
commercially available.

• Optical data acquisition could be achieved with an afocal-telecentric imaging
system and a detector array located at the remote worksite.

The HERSS system design concept achieved NASA short-term goals of enhanced
telepresence using "real" image data acquired at the remote worksite with 3-D
display of that data.

• The system design concept was compatible with NASA long-term goals for
autonomous telerobotic control.

Therefore, the HERSS concept was judged to be feasible and could meet NASA design goals

for space-based teleoperations.
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1.2 ORGANIZATION OF THE REPORT

Based on the Phase I analyses, a Phase tI effort was warranted to develop a prototype

system for experimental investigation. The Phase II effort is described in this report as shown

below:

• Section2-

• Section 3

• Section 4

• Section 5

• Section 6

Phase II design goals and technical approach;

Development of the Image Acquisition System (IAS);

Development of the Digital Image Processing System (DIPS);

Development of the Holographic Generation System (HGS);

Conclusions and recommendations.

Appendix A describes the central computing system including hardware and software

components, functions, and interactions. Appendix B contains detailed optical drawing of the

IAS and HGS optical configurations. An auxiliary report (Janiszewski, Iavecchia, and

Mathur, 1990) contains detailed information on the use of the HERSS software as well as

programmer's documentation.
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2. PHASE II: DESIGN GOALS AND TECHNICAL APPROACH

The overall purpose of the Phase II effort was to construct, demonstrate, and

optimize a HERSS laboratory prototype. The three primary HERSS subsystems, as illustrated

in Figure 2-1, are:

(1) Image Acquisition System (IAS) to perform the sensing function at the remote
worksite. The IAS acquires video images of sequential 2-D depth planes at the
remote work site. The IAS uses a custom designed optical system and a
detector array to collect the video data. Each video frame represents a 2-D depth
slice at the resolution limit of the imaging system. Each 2-D depth slice
contains both in-focus and out-of-focus information.

(2) Digital Image Processing System (DIPS) to perform the image processing
function. The DIPS processing algorithms remove the out-of-focus elements
within a single depth plane while leaving the in-focus elements.

(3) Holographic Generation System (HGS) to perform the 3-D display function.
The HGS holographically records each depth plane on a thermoplastic material
in near-real-time to create a 3-D view of the remote work site. The resultant

HERSS image would theoretically provide near-real-time, full-parallax,
volumetric display of rem,._te objects.

The Phase II effort covered a two-year period commencing 31 July 1988 and ending 31 July

1990.

2.1 PHASE II DESIGN GOALS

Specific goals established for the Phase II effort were:

• The holographic display should provide a full-parallax view of the remote object.

• Object field size at the remote worksite should be a six inch cube. Similarly, the

holographic display volume should equal a corresponding six inch cube.
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Object-space depth resolution should be 2 mm to 3 ram. Following conversations
with NASA representatives in February, 1989, the resolution goal was reset to
0. lmm for the image acquisition process. A finer resolution would be critical to
an eventual autonomous robotic system (a long term goal of NASA). Depth
resolution for the holographic display remained at 2 mm to 3 mm.

Holographic image quality should be optimized to the greatest extent possible.

Holographic display update time should be 30 seconds or less.

2.2 PHASE II APPROACH

The Phase II effort comprised five major tasks as defined in the original Statement of

Work (SOW). Three additional tasks (6 through 8) were incorporated into the SOW in 1989

(Spangenberg, 1989). These tasks included:

Task 1. Equipment acquisition, installation, and test. This task included an
initial survey of the state-of-technology of image processing equipment,
SLMs, and thermoplastic materials to ensure that the most cost-effective
and functional equipment would be acquired.

Task 2. System design specification for the IAS, DIPS, and HGS as well as for
the central computer hosting the entire system.

Task 3.

Task 4.

System integration and test.

System optimization. This task encompasses the establishment of
baseline performance for each subsystem as well as the iterative system
refinement.

Task 5.

Task 6.

Task 7.

System documentation.

Alternate I.AS/DIPS design and test. This task was incorporated into the

SOW in 1989 to develop an alternate image acq.uisition system that uses
a single lens instead of a two-lens system m an afocal-telecentric
configuration. In the report, this design alternative is referred to as the
non-afocal-telecentric (non-AT) lens system. DIPS pre-processing

algorithms were also developed in connection with this task to correct
for magnification distortions concomitant with a single lens imaging
system. These algorithms are referred to as the Sitter correction

algorithms.

Alternate HGS optics design and test. This task was incorporated into
the SOW in 1989 to allow development of an alternative hologram

generation method using a phase conjugate recording configuration.
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Task 8.

This design alternative is referred to as the phase conjugate recording
configuration.

Alternate HGS exposure design and test. This task was incorporated
into the SOW in 1989 to allow development of a holographic exposure
scheme that would increase the information content recorded on the

thermoplastic. This design alternative is referred to as the multiplane-
by-multiplane exposure scheme.

Figure 2-2 presents the approach taken in the execution of these tasks. The effort

began with detailed design exercises including specification of the structure and functions of

the IAS, DIPS, and HGS subsystems. A survey of the state-of-technology for the major

equipment components of the system was also initiated following final design specification and

functional requirements. Task 6 was added to the SOW following initial conclusions drawn

from detailed design specification for the [AS. Specifically, it was determined that in order to

achieve an imaging operation over a six-inch volume using an afocal-telecentric imaging

system, large and prohibitively expensive lenses would be required. An alternative scheme

was incorporated as Task 6 into the SOW to circumvent this limitation.

Preliminary proof-of-concept experiments were conducted early in the effort at the

Optoelectronic Computing Center at the University of Colorado. A critical conclusion of the

Colorado experiments was that the image quality of the hologram was severely degraded

following 30 multiple exposures of the thermoplastic using the baseline plane-by-plane

exposure scheme. Image aberrations were also noted. This led to the recommendation for the

addition of Task 7 and 8 to the SOW.

2-4



I HW/SW t
!Survey I

(Task1) I
I

I
J

Detail of
System Design

(Task 2)

Early Holographic Generation System (HGS)
Proof-of-Concept

Experiments at Univ. of Colorado
(Task 3)

Recommendations
- Select final equipment suite
- Deliver additional Tasks 6,7,8

to develop design alternatives

Equipment Acquisition,
Installation, and Test

(Task 1)

I
_7

System
Integration

and Test

(Task 3) AternaveAs!rNon-afocal
Telecentric

(Task 6)

Alternative
HGS:
Phase

conjugate
(Task 7)

Alternative HGS:
Multiplane-by-multiplane

exposure
(Task 8)

System Optimization
(Task 4)

System Documentation(Task 5)
L

Figure 2-2. HERSS Technical Approach

2-5



In summary, in order to reduce the overall risk of the prototype development, several

alternative configurations were developed for each subsystem. For the IAS, two optical

imaging designs were developed- an afocal telecentric lens system and a non-afocal-

telecentric lens system. For the DIPS, three algorithms were pursued m Frieden, Hausler, and

Z-contrast. For the HGS, two primary configurations were evaluated -- baseline and phase

conjugate. For the latter configuration, further HGS experimentation included use of a

multiplane-by-multiplane exposure method as well as use of a fly's eye lens. The following

three sections present the results of development efforts for the IAS, DIPS, and HGS

subsystems.
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3. IMAGE ACQUISITION SYSTEM (IAS)

The primary goal of the IAS is image acquisition within a six-inch cubic volume with

relatively fine depth resolution. The main components of the IAS are a custom imaging system

and a single video camera detector array. As illustrated in Figure 3-1, the 2-D detector array,

oriented perpendicular to the optical axis, is moved longitudinally in a sequence of steps

through the image space. The step distance is determined by the Nyquist interval, which is the

minimum stepping interval for which the sample date accurately represents the continuously

distributed light distribution. The Nyquist interval in the z (depth) direction is essentially equal

to the depth resolution of the imaging system. A video snapshot is taken at each depth plane.

Each video image contains in-focus object information for a specific depth plane and out-of-

focus information for all other depth planes. The full set of depth planes captured by the video

camera are subsequently processed by the DIPS subsystem to determine the actual surface and

brightness of the remote object. In this way the DIPS produces a numerical representation of

the object.

During detailed system design (Task 2), it was determined that there were serious

inherent limitations in the afocal-telecentric (AT) design configuration initially specified for the

[AS. These limitations, not previously reported in the technical literature, are discussed below.

Following discovery of the limitations, more conventional optical systems were considered for

the IAS. Subsequently, Task 6 -- development of an alternative IAS optical system based on

non-afocal-telecentric (non-AT) imaging -- was incorporated into the SOW. Non-AT optical

systems produce geometrically distorted images where the magnification changes with position

in image space, and a correction algorithm must be applied to the incoming image data to rectify

sequential depth images. The nature of a novel algorithm used in this program is discussed in

Section 4.
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l
Telecentric

Lens System CID

Variable position to image
each depth plane

Figure 3-1. Image Acquisition Scheme

3.1 THE BASELINE SYSTEM: AFOCAL-TELECENTRIC IMAGING

The baseline optical system consisted of a two-lens AT in,aging system (Wethercll,

1987). This imaging system was proposed because of its especially attractive features for 3-D

imaging. To begin with, transverse and longitudinal magnification are constant throughout the

imaging volume within the operational area of the optical system. That is (at least in the

absence of aberrations), no distortion is introduced other than a possible uniform compression

or stretching of the image in the longitudinal and transverse directions. Moreover, and most

importantly from the overall system standpoint, the imaging operation is spacc-invariant: each

point of light in the image space is formed in the same way in three dimensions. This means

that the DIPS three-dimensional deblurring operation can be applied in exactly the same way at

each and every point in image space. This characteristic greatly facilitates restoration of the

imagery.

During the Phase I effort, the feasibility assessment of the afocal-telecentric imaging

design was based on an analysis made by Lohmann in connection with volumetric

interconnections for optical computers (Lohmann, 1987). Lohmann's analysis concluded that

the region of object space over which space-invariant imaging could be obtained with an AT

system was in the shape of a cone whose base was at the entrance lens to the imaging system
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and whoseapex extendedout into object space. This is illustrated in Figure 3-2(a). The

implicationwasthat,atits largest extent, the space-invariant region had a diameter equal to that

of the first lens. Lohmann's analysis suggested that high-numerical-aperture operation of the

system was possible without reduction in the diameter of the space-invariant imaging region.

An important Phase I conclusion was that good depth resolution could be achieved over

relatively large-diameter objects.

In a subsequent detailed analysis of the space-invariant region (SIR) of afocal-

telecentric imaging systems, Rhodes, Sitter, and Rothenheber (1989a, 1989b) found that in

fact the SIR was much smaller than Lohmann had concluded, being given not by a single cone

but by the intersection of two cones. This is illustrated in Figure 3.2(b). Lohmann's analysis

had not accounted for how the image-space lens limits the SIR, but only for the effect of the

object-space lens. In addition, the detailed analysis showed that to achieve space-invariant

imaging over relatively large objects it was necessary that the system operate at a small

numerical aperture. Associated with the small numerical aperture is an unacceptably large

depth-of-focus, corresponding to poor longitudinal resolution for the image data base. As the

depth of focus gets finer and finer, the SIR gets smaller and smaller, until ultimately it

disappears.

Various AT lens configurations were evaluated to determine whether the size of the

SIR could be increased without the use of much larger lenses. Unfortunately, it was

determined that there is an unavoidable tradeoff between the size of the object to be imaged and

the depth resolution achievable (cf., Iavecchia, Rhodes, Rothenheber, and Janiszewski,

1990a). This tradeoff must be addressed in the HERSS program because of the need to

demagnify larger objects when imaging them onto the roughly half-inch-square-format

conventional TV-type image detector arrays. Whereas transverse resolution scales linearly with

object width, longitudinal resolution scales with the _ of the object width. Thus, an

object one-half inch on a side can be imaged with good resolution in both the transverse and

longitudinal directions. A six-inch object, on the other hand, can be imaged only with

significantly degraded depth resolution. Although transverse resolution is affected by only a

factor of 12 (the required demagnification factor), longitudinal resolution is affected by a factor

of 144.
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(a)

f ..-.._ .,,-.-- f ..__..

(b)

Figure 3-2(a) and (b). Space-lnvariant Region (shaded):
(a) region obtained according to Lohmann's analysis;
(b) much smaller region obtained by correct analysis. The
distance f is the focal length of the lenses.
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Ultimately the limitations of the AT imaging system were overcome by using an

imaging system of the non-AT type. Because of the space variance of non-AT systems in 3-D

imaging, it was necessary to perform additional processing on the raw image data base. Both

the nature of the non-AT systems and the additional processing performed to correct for the

space variance of the imaging operation are discussed in later sections.

Despite its deficiencies, the AT system was still considered suitable for certain

applications, and further analysis was performed to determine under what conditions an AT

system might present a favorable tradeoff (cf., Iavecchia, et al., 1990b). Object size, depth

resolution, and computational complexity were all considered. The probably the most serious

limitation of the AT system is the relatively small SIR that can be imaged. Because practical

AT systems must operate with demagnification factors near unity, the transverse width of the

SIR in object space is limited to approximately one-half inch, the width of the TV detector

array. If a large object is to be imaged, the full image can be built up in the transverse direction

by a patchworking technique, in which the image is obtained in half-inch pieces. Because of

the extensive data-collection operation required for the patchworking, the use of an AT

configuration is effectively precluded for a display system that operates in near real. However,

it is feasible that such a system could be employed by an autonomous robotic controller in

cases where high-speed operation is not critical.

In the Phase II experimental program, work with the AT system focused on acquiring

information over a half-inch square region with fine depth resolution. The AT data base was

collected using the configuration illustrated in Figure 3-3. Two lenses, achromatic infinite-

conjugate doublets with equal focal lengths (20 cm), were employed. The lenses were

separated by a distance equalling twice their focal lengths. An aperture was placed in the

common focal plane between the lenses, establishing the numerical aperture of the system in

object and image space. Finer depth resolution over a reduced SIR was obtained with larger

ape.,'tures.
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The test object for the AT experimentation was an Air Force resolution test chart in 35

mm slide format. This was placed in front of a diffuser, which was back illuminated by the

beam from a slide projector. The illumination brightness was reduced to a level appropriate for

operation of the CIDTECH TV camera detector array. The 35mm slide was oriented at a 45

degree angle to the optical axis so that the left portion of the slide was closer to the camera; the

right side was more distant. As the camera was moved during image acquisition, each

sequential depth plane contained a different narrow vertical slice of the test chart in clear focus.

Other portions were out of focus. The resolution test chart was chosen as the input object

because it contained fine structural detail. Figure 3-4 illustrates that portion of the test chart

which was imaged. As discussed later, this aspect of the object was important to the

performance of some of the DIPS algorithms.

A total of three-hundred video images were collected through 42.0 mm in image

space at a stepping distance of 0.14 mm, the Nyquist distance for the system in the depth

direction. Because of the 1:1 correspondence between object and image space in the unity-

magnification AT design, information was therefore collected for 42 mm of object space.

Resolution was also the same in both spaces. Transverse resolution, defined by the CIDTECH

detector array pixel size, was 0.025 mm; longitudinal resolution, determined by the f/number

of the system, was 0.1 mm. The transverse area of each image was approximately 10 mm by

10 mm as def'med by the size of the TV camera detector array.

3.2 ALTERNATIVE: NON-AFOCAL-TELECENTRIC

The non-AT imaging system, which can consist of a single lens, is capable of

imaging a much larger object than its AT counterpart. However, as stated above, the imaging

operation is not space-invariant in three dimensions. The image is distorted geometrically

because transverse and longitudinal magnification change in different ways as a function of

depth plane. In contrast to the AT system, in the non-AT system light focuses in different

ways to different points in image space. If the 3-D space variance is strong, it is necessary to

subject the non-AT data base to algorithms that convert it to an AT data base by means of a pair

of coordinate transformations (Rhodes, 1989). This point is discussed further in the DIPS

section.

v
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The design of the non-AT imaging system was dictated by two primary

considerations: The need to image a six-inch cube, and the need for the system to operate with

an f/number of 4.0 or smaller in image space. Smaller f/numbers are more desirable, since

they correspond to better depth resolution in both image and object space. However,

diffraction-limited operation at numbers much below f/4 was deemed impractical because of

prohibitive cost.

An f/4 MicroNikor lens was ultimately chosen as the imaging lens. This

commerciaUy-available lens, designed for use with a 35mm camera, is extremely well corrected

over a wide range of magnifications and over a satisfactory field of view.

Pertinent parameters of the imaging system are as follows:

Transverse magnification, 1/12;

Image space f/number, 4.0;

Image space transverse resolution, 0.025 mm;

Image space depth resolution, 0.1 mm;

Object space f/number, 48;

Object space transverse resolution, 0.3 mm;

Object space depth resolution, 14.4 mm;

Allowable object width, 152.4 mm;

Lens focal length, 50 mm.

The resolution values given above are nominal and apply only to the midplane of the object and

image space, respectively. For example, consider the nominal 14.4 mm object space depth

resolution. In moving from the midplane of the six-inch-cube object space to the near plane in

object space, depth resolution improves to 11 ram. In moving from the midplane to the far

plane, depth resolution degrades to 18 mm. With a nominal image plane step distance

corresponding to 14.4 mm in object space, only 10 to 11 slices are needed over the six-inch

deep object to obtain the object brightness distribution.
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The imaging system was set up so that a six-inch cube was imaged completely onto

the TV camera. The non-AT optical configuration is shown in Figure 3-5. Since the locations

of the principal planes and entrance and exit pupils for the MicroNikor lens were not available,

step parameters may have been slightly in error. They were chosen, however, so as to assure

that image-plane spacing never exceeded the Nyquist sampling distance. Transverse resolution

was in all cases determined by the TV camera detector element size and did not present a

problem so far as Nyquist intervals are concerned. For convenience, the mid-plane of the cube

was positioned for 12: I demagnification. Demagnification was greater or less than that for

other object planes because of the image distortion introduced by the AT system.

The test object was a metal plate spray-painted with a white on black speckle pattern.

As illustrated in Figure 3-6, various samples of text and speckle patterns were attached to the

plate. The transverse resolution of the patterns was consistent with the resolution required to

read a printed page and chosen to be near the transverse resolution limit of the imaging system.

The plate was 12 inches wide but was bent at two locations creating a center flap 8 inches wide

and two outer flaps 2 inches wide. The plate was oriented at a 45 degree angle during image

acquisition. The plate was illuminated from the front with two incandescent bulbs.

A total of two-hundred images were collected through 4.0 mm in image space at a

0.02 mm stepping distance. This represented 2.8 mm of depth in object space. The transverse

area of each image represented 140 mm in object space, or 5.5 inches. The image depth planes

were spaced by a distance much smaller than the Nyquist interval. This is not necessary.

However, finer sampling in the z direction would allow for testing of DIPS performance as a

function of sample density.

Following data collection, the distortion-correction algorithm was executed to

convert the acquired raw data base to an AT data base format. Only 20 image slices were used

in this conversion to reduce the computational load. Subsequent DIPS image processing to

acquire the shape function was applied to both the original uncorrected data base and to the 20

slices of the Sitter-corrected data base. Furthermore, to reduce the computational load, only the

top left quadrant of the image data was converted.
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Figure 3-6. IAS Alternative: Test Object for Non-AT Data Collection
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3.3 SUMMARY

Thepurposeof theIAS is collectionof a 3-D image data base at the remote worksite

using a customized optical configuration that operates with a single video camera (as opposed

to a pair of cameras for stereo image pairs). Two-dimensional images are collected at small

increments along the longitudinal depth axis in the 3-D image space. Each 2-D image,

corresponding to a different depth plane of the object, contains both in-focus and out-of-focus

information. The depth-plane images are processed by the DIPS to determine what in-focus

information should remain in each 2-D slice. The DIPS algorithms use the known optical

properties of the IAS to generate a numerical representation of the surfaces of the objects at the

remote worksite.

The original IAS design scheme called for the use of an afocal-telecentric (AT)

imaging system. The key advantage of an AT system is the shift invariance of the imaging

operation: every point on the image of the object surface is imaged in exactly the same way, so

long as the point was in the space-invariant region (SIR) of the imaging system. Furthermore,

there is no distortion of image space with an AT system. The technical literature had reported

that the SIR of an AT system formed a relatively large cone. However, during detailed design

specification it was determined that the SIR region was in fact typically quite small. There was

a critical tradeoff between the size of the SIR and the transverse and longitudinal resolution

achievable with the system. A fine resolution could only be achieved over a very small area.

For example, to achieve the desired 0.1 mm depth resolution, the SIR would only cover a 0.5

inch patch. The HERSS IAS design goal for 0.1 mm imaging could thus be met but only for a

very limited object space area. In order to image a six inch cubic volume, a patchworking

image acquisition technique can be implemented, but at the cost of both acquisition time and

system complexity.

A non-AT system was subsequently proposed. This system can meet the IAS design

goal and image a six-inch cubic area but cannot meet the depth resolution goal. With

reasonably conventional optics, a six-inch cubic volume can be imaged at a depth resolution of

about 15 mm. Because the non-AT system images are space variant, the non-AT system also

requires use of a special correction algorithm (the Sitter correction algorithm) to transform the

non-AT data base into an AT data base. This conversion is necessary because the DIPS
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restorationalgorithmsassumeanAT database.Thus,acomputationally-intensivecorrection
algorithmmustbeappliedto thedatabaseprior to DIPSprocessing.

Despitethelimitationsof eachof theseIAS configurations,bothanAT anda non-AT

databasewerecollectedandusedasinputto theDIPSrestorationalgorithms.An AT database

wascollectedof a one-halfinch squarepatchof the Air Forceresolutiontest chartat a fine

depthresolution.A non-ATdatabasewascollectedof ametalplatewith relativelycrudedepth

resolution. The plate was spray painted with a white-on-black speckle pattern. It also

contained various samples of text and speckle patterns. As discussed below, it was predicted

that the DIPS restoration algorithms would work best when the speckle pattern was at the

resolution limit of the imaging system.
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4. DIGITAL IMAGE PROCESSING SYSTEM (DIPS)

The purpose of the Digital Image Processing System is to analyze the volumetric

image data collected by the IAS and to determine the location and intensity of surfaces points

within that volume. The DIPS algorithms result in two primary outputs, a shape function and a

brightness function. Together these specify the object distribution. Each of these functions is

specified by an x-y array, the length and width of which correspond to the dimensions of the

CIDTECH detector array: 480 x 360. The shape-function array contains the z-value (depth

plane number) for the corresponding x-y point on the object surface. The brighmess array

contains the corresponding surface brightness value.

Three alternative algorithms were tested for determining the surface and brightness

functions:

• Frieden image restoration algorithm,

• Z-contrast algorithm,

• H_iusler-based restoration.

Application of these algorithms required that the following assumptions be satisfied:

Image data is sampled in the longitudinal and transverse directions at the Nyquist
interval or better.

The imaging system remains at a fixed distance from the object. (The imaging
system is not moved in the longitudinal distance as the 3-D image-space is
sampled. The only movement is of the detector array in image space).

Each point on the object is defined by a position or shape function and a radiance

or brightness function.

The 3-D imaging operation is shift invariant.
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Thelastassumptionhastwocriticalimplications:

1)

2)

All points on the object surface are seen by the entrance pupil of the imaging
system. There can be no hidden points.

The imaging system is both afocal and telecentric. If a non-AT system is used,
the raw IAS data must be converted to AT format.

Two primary IAS data bases were collected and used as input to the DIPS algorithms.

One data base was collected using an AT system with an Air Force test pattern. Figure 3-4

shows the test pattern, highlighting the portion that was actually imaged. The second data base

was collected using a non-AT configuration and the metal plate described in the IAS section.

The metal plate is illustrated in Figure 3-6. The raw IAS data bases were used to'evaluate

algorithm performance. In addition, for the Frieden algorithm, simulated data bases were also

in the evaluation.

As noted earlier, afocal-telecentric imaging systems were chosen for baseline image

acquisition work because of a key feature unique to them: they image all points of the object in

precisely the same way. In mathematical terms this means that the imaging operation can be

described by a 3-D convolution. This characteristic of AT imaging systems greatly simplifies

the image processing operation that must be performed by the DIPS subsystems. Non-AT

systems produce distorted images in three dimensions, different points on the object being

imaged in different ways. If the DIPS algorithms were to take the space variance into account,

the computational load would be enormous.To avoid such complexity, an algorithm was

recently developed to convert a non-AT data base to an AT data base before being input to a

DIPS algorithm.

Section 4-1 describes a preprocessing algorithm for converting a non-AT data base to

an AT format. Sections 4-2 through 4-4 present research efforts for the three alternative DIPS

algorithms -- Frieden, z-contrast, and H_iusler. The overall performance of the algorithms is

evaluated in Section 4-5. An alternative technique for acquiring the numerical data base of the

remote object surfaces is presented in Section 4-6. A summary of the research results is

provided in Section 4-7.
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Figure 4-1. Sitter Coordinate Transformation Model for
non-AT Data Bases

4.1 DIPS PREPROCESSING FOR NON-AT DATA BASES

Recently, Sitter developed a simplified method for processing non-AT 3-D imagery to

convert it to an AT format (Sitter and Rhodes, 1990). Sitter took the integral expression

representing the 3-D imaging operation and rewrote it in terms of redefined object- and image-

space coordinates. The effect, illustrated in Figure 4-1, is to replace a general shift-variant

superposition integral with a shift-invariant one, i.e., with a 3-D convolution integral. The

convolution operation is bracketed by object- and image-space coordinate transformations of

the form

x
x' - (1)

d+z

y' = --Y--- (2)
d+z

z
z' - (3)d+z

where d is a parameter of the imaging system. If the Sitter coordinate transformations are

applied correcdy to the raw non-AT 3-D image data base, the result is a data base of the same

form as one acquired by an AT imaging system. The shape-and brightness-finding algorithms

can then be applied just as though the data were acquired with an AT imaging system.
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Thecoordinatetransformationsaffectboth thetransversecoordinatesx and y and

thelongitudinalcoordinatez. Thelongitudinalcoordinatetransformationcanbeaffectedeither

by changingthespacingbetweenimagesampleplanes(slices)in accordwith Eq. (3), or by

appropriatenumericalinterpolationin the longitudinaldirection. The necessarytransverse

scalingwaseffectedbymeansof asimplelinearinterpolationalgorithmappliedto therawdata
base.To makethelinearinterpolationresultsmoreaccurate,theraw imagesampledata(which

wastakenat arateonly slightlyabovetheminimumNyquist samplingrate) is preprocessing

usinga4x sincfunctioninterpolation.

4.2 DIPS ALTERNATIVE: FRIEDEN

The Frieden image restoration technique uses the theory of the 3-D optical transfer

function to determine the 3-D object from measured image-space light distribution. The

method is similar in many regards to a deconvolution: The effect of the imaging system is

modeled mathematically, and the measured image-space data is, in effect, moved back through

that model. The result is the original object space distribution, to within the limits allowed by

the information actually passed by the imaging system. (Some information is irretrievably lost,

e.g., because of the f'mite resolution of the imaging system.)

Frieden's algorithm requires that several additional assumptions be satisfied beyond

those listed earlier:

* The imaging operation is diffraction-limited.

• The image data is related to the object shape and brightness functions through the
3-D optical transfer function associated with the imaging system.

The Frieden algorithm first finds an estimate of the object brightness function. This

is done by taking the sum (projection) of all the depth-plane measurements in the z-direction

and subjecting the resultant distribution to a deblurring operation. The deblurring is performed

in the spatial frequency domain by application of a pseudo-inverse f'dter to the projection data.

The surface brightness function estimate is then used in an elegant algorithm, based on a

Fourier-transform-based description of the image distribution, to obtain an estimate of the

object shape function (cf., Frieden, 1988a; 1988b).
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TheFriedenalgorithmwastestedin fourphases:

Simulation testing at the University of Arizona on a CDC Cyber 175. The
simulatedimagedatabasehaddimensionsof 32x 32x 32. A 32-bit wordlength
wasused.

• Simulationtestingat theUniversity of Arizonaona CDC Cyber 175using64x
64x 20simulateddatabases(32-bitwords).

• Simulation testing at Analytics on the Macintosh Ix using 32 x 32 x 32 simulated
data bases (8-bit words).

• Testing at Analytics on the Macintosh IIx using the AT experimental data base
collected with the AF resolution test chart as test object.

In the early simulation testing, image test data were generated using a software

program developed by Frieden (1988c). This program simulated a 2-D disk and a 2-D ring

located within a 32 x 32 x 32 image volume. The disc and the ring were located in unique

depth planes The on-axis was located in plane position 20 and an on-axis ring was located in

plane position 23. During this early work, it was determined that the original Frieden

technique for estimating the shape function was not performing as expected. Although

Frieden's method for estimating the shape function worked well for some cases, in other cases

it was unable to determine the object shape distribution with satisfactory accuracy. For

example, although the z-position of the ring was well estimated, the central region of the disc

was not found. Only the rim of the disc was well estimated.

Numerous attempts were made to determine why the shape algorithm was failing to

perform better, including the following:

• Rechecking the theoretical development and programming of the theory,

• Tapering the image endpoints with a raised cosine Hanning filter to reduce

possible aliasing,

• Equalizing the planes of energy by a simple scale-factor multiplication of each
plane, and

• Varying specific algorithm parameters in the event that the original values were
too f'me or too course for successful numerical differentiation.
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Noneof theseattemptswassuccessful.

Two major characteristics of Frieden's algorithm are thought to have contributed to its

poor performance. First, the algorithm is based on the numerical calculation of the derivative

of the estimated object spectrum making it quite sensitive to noise in the measured image plane

values. Secondly, the algorithm requires knowledge of the prior-estimated object brightness

function, which itself contains noise.

In an attempt to overcome these limitations, a simpler algorithm was developed for

finding the shape function. The approach scans the brightness values along the z-axis for each

x,y transverse position. The plane where the maximum brightness is found is taken to be the

depth location associated with the surface point. For the 32 x 32 x 32 data base described

above, the method was successful at locating the disc in plane position 20 and the ring in plane

position 23.

Further testing at the University of Arizona focused on determining the effect of noise

on algorithm performance. A more complicated data base was generated on the Cyber 175

using a program named PIECE.TOG (Frieden, 1989). This program generates a data base 64

x 64 x 32 which can contain several disc and tings that are not on axis. A data base was

created with a central disc that was placed at plane 6. Four rings were placed at locations

surrounding the disc in planes 4, 5, 7, and 8. Without noise added to the data, the local

maximum shape function algorithm was able to predict the locations of the objects rather well.

When 5% noise was added, the errors were more numerous. With 10% noise, the algorithm

performance was considerably degraded.

The source code developed at the University of Arizona was used at the Analytics

laboratory facility in the next development phase. The code was first converted from Cyber

Fortran 77 to Macintosh Fortran 77. A smaller (8-bit) word length was utilized to more

realistically simulate the gray scale resolution achieved with a standard video camera. The

results were much noisier than those achieved with the Cyber-run test cases. The difference is

attributed to the reduction of precision in the data base.
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TheAT databaseof theAF resolutiontestchartcollectedwith theIAS wasalsoinput

to therevisedFriedenshapealgorithm. To assistin analysisof thequality of theresults,the

numericalvaluescorrespondingto predicteddepthvalueswereconvertedto eight-bitnumbers

for gray-scaleor pseudo-colordisplay. Valuesequal to zerowere white in the gray-scale

displaysandrepresentedimagedatapointsclosestto thecamera.Valuesat 256wereblackand

representedimagedatapointsfarthestfrom thecamera.Thegray-scaledisplayof thetiltedAir
Forceresolutiontesttarget--aplanarobjectplacedat ananglewith respectto theopticalaxis--

shouldthusbeuniform in thevertical directionbut getprogressivelydarkerin moving from

oneverticaledgeto theother.

The shapefunction obtainedprovidedonly acrudeestimateof the location of the

surfacepointsin thedepthplanes.Thebarsof thetestchartvariedin depthfrom theleft to the

right portionof theimage.This wouldbeexpecteddueto the45degreetilt of the35mmslide

containingthetestchart. However,thebackgroundwasmoreaccuratelylocatedin regions

whereobjectinformation(i.e., averticalor horizontalbar)waslocated. In regionswherethe

backgroundwasrelatively distant from object information, the algorithmrather arbitrarily

assignedthedepthof thebackgroundto beeitherin thefront or backplane.

Themodifiedshape-findingalgorithmcanonly beexpectedto workon isolatedbright

objectsin whatis otherwisea void. Thesearejust theconditionsof theoriginal Universityof

Arizona simulationtesting. For typical real-world cases,however,the backgroundis not a

void, andthe object doesnot consist strictly of bright piecesin relative isolation. In such
cases,themodifiedFriedenshape-findingalgorithmcannotbeexpectedto performwell. The

tilted testtargetrepresentsan intermediatecasebetweenthesimulationtestcaseandatypical
real-worldscene.

4.3 DIPS ALTERNATIVE: Z-CONTRAST

Improved shape function estimation was achieved by a method referred to as the z-

contrast method. As described below, this method is based on a measure of local image

contrast.
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The z-contrastmethodfor determiningtheobjectshapefunction is basedon a local

imagecontrastcriterion. In thisschemethecontrastin asmall,local (e.g.,3x3-pixel),detail-

containingregionof the imageirradiancedistribution in a givenplaneis measured. If that

smallregionis in focus,thecontrastwill bemaximum.Any degreeof defocusingwill reduce
thecontrastmeasuredfor thatsmall local region. Thecontrastwasdeterminedby measuring

thevarianceoverthe 3x3-pixelpatch. Thebrightnessat thatpoint definedtheimagesurface

brightnessdistribution. Thecenterpointof the3x3patchwasassignedthez-valueof theplane

in which contrast wasmaximum. A logic flow diagram for the z-contrastalgorithm is

presentedin theauxiliarysoftwareguide(Janiszewski,Iavecchia,andMathur, 1990).

Thez-contrastmethodcanbeexpectedto performbeston regionsof theobjectthat

containhighcontraststructuraldetailat theresolutionlimit of the imaging system.Justasa

humanoperatorof a microscopeneedsstructuraldetailson which to focus,so too doesthe
contrast-maximizationcomputeralgorithm. In addition,therearewaysin whichthez-contrast

algorithmcanbefooledinto selectingtheincorrectdepthplane. Assume,for example,that a
3x3-pixel patchof the object is uniformly bright but is surroundedby clarkpixels. As the

detectorarraymovesthroughfocus,thecontrastover thatcentral3x3patchcanactuallyfall
from finite values to zero. Becausethe variance goesto zero, the algorithm will as a

consequenceyield the incorrect depth plane. In order to avoid this problem, it may be
necessaryin somecasesto supplystructuraldetail (e.g.,bysplatter-painting)to objectsurfaces

otherwisedevoidof resolution-levelpatterns.

TheZ-contrastalgorithmwasappliedto threeIAS databases:

• AT databasefor theAF resolutiontestchart

• Non-ATdatabaseof themetalbafflewith 20Sitter-correctedimageslices.

• Non-AT databaseof the metal baffle with the200 non-Sitter-correctedimage
slices.
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It wasf'u'strunonadatabasethat wascollectedwith theafocaltelecentricimaging

system. The test object was, as noted earlier, a portion of an Air Force resolution test chart

placed at approximately a 45 degree angle to the optical axis. The portion of the test chart that

was used contained dark bars on a bright background. The bars were oriented both vertically

and horizontally and were of different widths and lengths.

When the derived shape function was displayed as a digital gray-scale image, as

shown in Figure 4-2(a), it was apparent that the algorithm was not estimating the correct shape

function over all portions of the object. Ideally, the gray-scale representation would exhibit a

linear progression in gray value from the left to the right edge. This would corresponded to a

planar object placed at an angle with respect to the optical axis. However, as is clear from the

figure, those portions of the image corresponding to the background in the test object appeared

to be randomly located throughout the entire volume. This kind of behavior is particularly

evident in the cross-sectional scan, shown in Figure 4-3. There is a clear average slope to the

scan values, corresponding to the tilt of the planar test object. However, there is also

considerable noise in the depth positions determined by the algorithm.

Y

Figure 4-3. Cross-section of Shape-Function Gray-Scale Image
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Figure 4-2. Results of Z-Contrast Algorithm Processing of the AT Data Base"

(A) Shape Function, (B) Brightness Function
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Themost likely explanationof this behavioris that the measuredcontrastin the

backgroundregionsis sosmallthatthenoisegeneratedby theimaging systempredominates.

Thealgorithmperformedmoreaccuratelyonsectionsof thetestobjectthatcontainedbarsand

edges,thoughevenin thoseregionsthedepthfunction wassometimesincorrectlyassigned.

Specifically,theregionsthatcontainedthehorizontalbarswerelocatedin approximatelythe

correctplanes,but invariablythealgorithmlocatedtheupperhalf of abar in oneplaneandthe
bottomhalf of thebarin adifferent plane. Additionally, the algorithm located the center line of

each bar to be in a different plane than either the upper or lower half of the bar and generally the

center line was placed in a plane that was significantly farther away than either of the other two

sections. No explanation for this behavior of the algorithm has been found.

The brightness function found by the z-contrast algorithm function, shown in Figure

4-2(b), has much the expected appearance. However, because the surface function is

incorrectly assigned as certain x-y points in the image, the brightness values are also incorrectly

assigned at those points. The brightness function thus has a rather noisy appearance.

In an effort to optimize the performance of the z-contrast method, the algorithm was

applied to the same data base using a 5x5 kernel in place of the 3x3 kernel. Results obtained

were comparable, though a little noisier. This is reasonable considering the constant tilt of the

object. Because the focus varies more over the 5x5 patch than over a 3x3 patch, contrast will

be less and, hence, the determination of maximum contrast will be more subject to the influence

of noise.

Results obtained with the non-AT data base were consistent with those obtained with

the AT data base. Figure 4-4 shows the results obtained using a 3x3 kernel and no Sitter-

algorithm correction to the data base. The shape algorithm performed best for those regions of

the object containing structural detail at the resolution limit of the imaging system. This

included regions of text as well as portions of the speckle pattern. The brightness distribution

was blurred for some regions of the test pattern. Performance was good for only those regions

where the test structure was close to the resolution limit of the imaging system.
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(a)

(b)

Figure 4-4. Results of Z-Contrast Algorithm Processing of the Non-AT Data Base

(No Sitter Correction): (a) Shape Function, (b) Brightness Function.
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Thez-contrastalgorithmwasalsoappliedto thedistortion-correcteddatabaseoutput
producedby theSitter algorithm. Resultsareshownin Figure4-5. By correctingfor space

variancein the3-D imagedatabase,theSitter algorithmyieldedslightly improvedresults,

thoughthedifferencesareminor. Moresignificantdifferenceswould beexpectedif a more

stronglyspacevariantdatabasewereusedasinput. (Becausethedemagnificationfactorwas

solargefor thenon-AT imagingoperation,theeffectsof theSittercorrectionalgorithmwere,
in fact,notverygreat).

4.4 DIPS ALTERNATIVE: H,_USLER'S ALGORITHM

The z-contrast method fails if the patch over which the contrast is measured has

uniform brightness. When this is the case and when the patch is in focus, the contrast is

actually zero. An alternative method, developed by H_iusler for establishing the best focus for

planar objects, will often work better than z-contrast for such objects.

Hiiusler's algorithm (Hiiusler and Korner, 1984) is based on the following

observation: if an image is in focus at a given detector element, the output of that element

(voltage or current) is usually at a local extremum--i.e., a local maximum or a local minimum.

(This will always be the case with binary, or dark-bright objects. In that case when the object

is in best focus, the darks are darkest, the brights brightest. With gray-scale objects, cases

arise when the best focus does not produce an extremum. Even in those cases, however, the

slope of pixel intensity, as a function of focusing position, should be zero.) The best focus for

a planar surface can thus be found by monitoring the outputs from a number of pixel detector

elements and looking for a condition when they all simultaneously reach a local extremum.

As developed for the DIPS subsystem, Hiiusler's algorithm tests whether the output

of a given detector element changes as z is changed by one step. If so, it is judged that that

element cannot be in focus. In the DIPS implementation, a 3x3 pixel patch is deemed to be in

focus if none of the elements in that patch is judged to be out of focus. Some allowance must

be made for noise in the measurements, e.g., in the form of a threshold slope value above

which the detector element is taken to be out of focus.
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(a)

(b)

Figure 4-5. Results of Z-Contrast Algorithm Processing of the Non-AT Data Base
(With Sitter Correction)" (a) Shape Function, (b) Brightness Function.
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H_iusler'salgorithmcanbeappliedsuccessfullyto awide varietyof texturedobjects

thatareplanarandorientednormalto the z axis. For non-planarobjects,however,andeven

for planarobjectsthataretiltedoutof thex-y plane,it will oftenfail to work, sinceundersuch

conditionssimultaneousslopezeroswill notnormallybemeasuredevenby detectorelements

in adjacentresolutioncells. Despite this limitation, it was thought appropriate to test the

H_iusler algorithm because of its potential ability to determine in-focus conditions when the z-

contrast method is certain to fail, e.g., when the in-focus 3x3 patch of concern has uniform

brightness (zero contrast).

H_iusler's algorithm was coded in Fortran and tested on the AT Air Force test target

data base. Although it is not certain why, the algorithm produced an output shape function

given by z = 0. In other words, the estimated shape, instead of corresponding to a tilted planar

surface, was given as a flat surface at the extreme end of the longitudinal scan range. The

reason for this result is not completely clear. However, as suggested in the preceding

paragraph, the algorithm is not expected to work well on a tilted surface. In the absence of

noise, and with a tilted surface containing considerable" detail, the results obtained are probably

correct: the in-focus condition will never be satisfied over the 3x3-pixel patch, and ultimately

the shape-function array will be filled with the z-value (image slice number) of the extreme

back or front of the scanned volume.

4.5 PERFORMANCE OF THE IMAGE PROCESSING ALGORITHMS

As discussed earlier, only the z-contrast algorithm performed even moderately well,

and it is subject to being fooled by objects with inherent low contrast at the resolution limit of

the imaging system. The best object, so far as the z-contrast algorithm is concerned, has a

surface that is rich in high-contrast, high-resolution structural detail. Patterns like those

obtained with spatter paint might work well, as would random patterns similar in appearance to

laser speckle. Such texture patterns could be applied to cooperative objects of interest to

NASA in connection with telerobotics operations.

In some cases a hybrid algorithm combining, for example, the z-contrast method with

Hi_usler's method, might do a better job of determining the location of an object surface. When

one method fails, it is often the case that the other will work, and vice versa. However, even a
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combined method is not expectedto work satisfactorily for most NASA telerobotics

applications. Ultimately, if algorithmsof this kind are to performadequately,theymust be

combined with somehigher-level intelligence in the processingsoftware. Consider,for

example,the caseof determiningthe locationof a smooth,featurelesswall. With passive

distance-findingmethodsof thekind consideredin thisprogram,itis impossibleto determine
its distancebecausethereareno featureson the surface.Thedistancecouldbeinferredfrom

thelocationsof theedgesandcomers--somethingthatrequiresprocessingat ahigherlevel.

Active distance-findingmethods(e.g., laser range-finding or laser-triangulation
methods)arenot subjectto the limitationsof thepassivemethodsconsideredin thisproject,

and,asnotedbelow,theymayin factrepresentthebestpossiblesolutionto theproblemof 3-D

databaseacquisition.

4.6 ALTERNATIVE IAS/DIPS m LASER RANGE SCANNERS

Many range finding technologies have emerged recently that are suitable for use as

alternatives to the IAS / DIPS system originally proposed in 1986. These technologies include

laser radar, triangulation, holographic interferometry, and others. Although many of these

alternatives could be adapted for use in the HERSS project, triangulation is a clear solution

because of cost effectiveness and resolution advantages. This technology became

commercially available in 1987 (after the original IAS/DIPS system was proposed) and

therefore was not previously considered.

Commercially-available laser range finders employ triangulation techniques to

determine object surface points. A laser projects a point of light onto the object at a particular

angle to the x-axis. That point of light is reflected from the object and is imaged onto a CCD

camera. The output of the CCD, combined with the current projection angle, is then used to

determine (x,y,z) points on the object surface. At some cost to acquisition time, most scanners

use linear CCD arrays and thus only operate on a single line of points at a time. Thus, for

linear arrays to obtain a full (x,y,z) data base of an object, it is necessary to traverse the

scanner's line of sight across the object. This can be done by the use of either a positioning

table or a scanning mirror. Some commercially available systems include the necessary

positioners to acquire a full (x,y,z) representation of the object. While area CCD arrays could
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circumventthetime costassociatedwith linearCCDdataacquisition,areaCCDshavetheir
own limitationsof reducedresolution.

A numberof currently availablerangefinders were surveyedto determine their

capabilitiesand applicability to the NASA application. Key factors that were considered
included:

• Standoff Distance - closest distance between the object and the imaging

system.

• Z Resolution - smallest distance the system can resolve in z.

• Lateral Resolution - smallest distance the system can resolve in x or y.

• Depth of field - total z space the system can measure.

• Field of view - the x or the x-by-y area that the scanner can image (according to
whether the unit is a line or area scanner).

• Positioners required - indicates what types of positioners would be required
to scan a full 6"x6"x6" object.

• Interface - how the camera is interfaced to the main computer system.

• Acquisition time - the manufacturers rating for how many points of data can be
acquired in a second. Note that this time does not include any additional time
necessary to move the camera via positioners.

• Physical dimensions - Actual dimensions of the scanner itself, not including

any external hardware necessary to interface the camera to the computer system.

Table 4-1 presents the results of the survey conducted across five commercially-available range

finders.

The most critical factors for the NASA telerobotic application include standoff

distance, resolution, and speed. Considering these requirements, Servo Robot's Jupiter

Camera (1987) was found to be the optimum candidate. A key advantage of the Jupiter system

over the other alternatives is that it has a 1005 mm depth of field and a depth resolution of 1

mm over a six-inch cubic area. Because the Jupiter is a line scanner, collecting a data base

requires the use of either a one-axis positioning table or a scanning mirror. Other systems,
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however, require the use of a two-axis positioner which is a less desirable option for NASA.

That is, minimizing scanner movement is an important goal in a remote object-space where the

area may be cluttered with various objects and/or space debris. Furthermore, the Jupiter

system can acquire a 6"x6"x6" data base with a resolution of 1 mm in approximately 36

seconds. If a 2 mm resolution is adequate, the system can acquire the data in only 18 seconds.

To demonstrate the ease of integrating a laser scanner data base with the HGS

subsystem, two laser scanner data bases were acquired from Servo-Robot and integrated with

the HERSS software. One data base contained a numerical representation of a pair of pliers

resting on a table; the other was a frontal scan of a sculpted face. The resolution of each data

base was 0.3 mm in x and 0.1 mm in y and z. The data was converted to the standard HERSS

data base file format for use by the HGS system and a hologram of the pliers data base was

successfully recorded.

4.7 SUMMARY

The z-contrast, Frieden, and H_iusler restoration algorithms were used to process the

AT data base of the AF test chart. As speculated, the z-contrast maximization technique was

better at predicting the location (i.e., shape) of the surface for those regions of the test chart that

contained the finest detail. Performance was poor for areas with little or no fine structure

because the algorithm could not find the small variations in contrast required for successful

operation. Thus, a necessary criterion is that the patch must contain detail (e.g., white and

black speckles). A patch with uniform brightness (e.g., a white wall) will not be successfully

located because there are no intensity differences within the patch and hence no contrast

variations. Cooperative objects can be prepared for satisfactory imaging and processing by the

z-contrast method by providing them with high-contrast, high-resolution detail, such as

splatter-painted patterns.

In an effort to determine the optimum performance of the z-contrast algorithm, the

patch size was varied from a 3 x 3 kernel to a 5 x 5 kernel. Performance was somewhat a little

worse using the larger kernel. The degradation in performance is attributed to the tilt of the

object through depth because the 5 x 5 kernel size extended over more depth slices than the 3 x

3 kernel.
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TheFrieden algorithm was less accurate than the z-contrast algorithm in the prediction

of surface point locations. For each x,y transverse position, the Frieden shape function

searches for a maximum intensity value along the z- axis. The plane where the maximum value

is found is then assumed to be the z location for that x,y position. This technique was

developed for bright objects against a dark, distant background similar to the test case objects

used during the early simulation studies of the algorithm.

The results using H_iusler's surface-finding technique were poor. The algorithm was

not able to fred any planes to be in focus, and the resultant shape function contained all zeros.

It is believed that this behavior of the algorithm is related to the tilt of the test object. The

algorithm was really designed to locate planar objects that are normal to the camera axis.

H_iusler's algorithm examines a 3 x 3 patch at each z-depth plane. When every element of the

patch contains an extremum (minimum or maximum) the patch is assumed to be in best focus.

However, if the patch is oriented at a 45 degree angle, part of the patch may be in focus in one

depth plane and another part of the patch in another depth plane. If this is the case, it is not

possible to meet the criteria for common extreme in every patch position.

For the non-AT data base obtained with the bent planar test object, the Sitter

algorithm was used to convert the data from a non-AT to an AT format. The Sitter processing

algorithm performed as expected, though because of the large demagnification factor of the IAS

configuration, the difference between the Sitter-corrected data base and the original data base

was fairly minor.

When the z-contrast algorithm was applied to the non-AT data base, the brighmess

distribution was blurred. This result is consistent with expectations because much of the test

structure was close to the resolution limit of the non-AT imaging system. Performance of the

shape-finding algorithm depended on the structural scale of the noise patterns present in the test

object. Those portions where structural details closely matched the resolution limit of the

imaging system yielded the best performance.
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Considerable research is necessary to determine how object characteristics (e.g.,

shape, surface structural detail, orientation, illumination) affect algorithm performance.

Ultimately it is thought that an algorithm could be developed to restore an object that had very

specific characteristics. However, it is unlikely that a generic algorithm can be developed that

would apply to all object types without the incorporation of some higher-level intelligence.

The relatively crude performance of the DIPS algorithms, as well as the limitation of

the IAS to scan a six inch cubic area with high depth resolution without a patchworking

technique (cf., Iavecchia, Rhodes, Rothenheber, and Janiszewski, 1990), was the impetus to

consider other current technologies for collecting the numeric data base of the remote objects.

Developments in technology indicate that laser scanning devices can acquire an image data base

with a depth resolution significantly less than 1 mm. Laser scanning devices are not generally

dependent on specific object characteristics as are the DIPS image restoration algorithms.

Therefore, the most practical recommendation for collection of a numerical data base for the

NASA teleoperation application is with the use of a laser scanning device. To demonstrate the

ease of integrating a laser scanner data base with HERSS, a data base was acquired from

Servo-Robot of Canada. The data was readily converted to the standard HERSS data base file

format and a holographic view of scanned image was generated using the HGS subsystem.
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5. HOLOGRAPHIC GENERATION SYSTEM (HGS)

The purpose of the HGS is to generate a holographic view of the remote object using

the data produced by the DIPS. Several goals were established for the HGS development:

• Map image data representing a six inch cubic volume at the remote work site onto
a holographic volume of the same size;

° Produce a near-real-time display with an initial frame update rate of 30 seconds;

° Provide a depth resolution of two to three miUimeters_

• Develop a display system that maximizes operator safety and comfort; and

• Provide a capability to overlay graphics onto the hologram.

In generating a single holographic frame, the HGS uses the shape and brightness

functions computed by the DIPS subsystem. As previously discussed these functions define

the location and brightness of points contained within each longitudinal depth plane. The

maximum number of depth planes available depends on the longitudinal sampling distance of

the IAS. For example, if the IAS longitudinal stepping distance, or resolution, were 3 ram,

then 51 depth planes would be obtained. If the IAS depth resolution were

2 mm, 76 depth planes would be obtained. As the number of image planes increases, the f'mal

holographic image becomes more similar to the actual surface.

To generate a holographic view of the remote object, the proposed HGS design

concept requires multiple, sequential exposure of the depth plane images onto a recording

material. The recording material selected for HGS was thermoplastic because of its near-real-

time capability. A SLM serves as the object source for an individual depth plane because its 2-

D pixel matrix is computer addressable. It can also emit a coherent light pattern which is a

requirement for holographic generation. As shown in Figure 5-1, the SLM is mounted on a

sliding table with a six inch travel. For the first exposure, the table is positioned at one
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extreme. At that position,theSLM displaystheimagepointsfor the f'trstdepthplane. This

SLM imageis exposedontothethermoplastic.Whenthefirst exposureiscomplete,thetable

is movedto the nextdepthplanelocation (e.g.,2 mm moredistant from the thermoplastic

camera),The SLM displays the image points for thenext depth plane and the thermoplastic is

exposed again. This move-display-expose cycle is repeated until the entire object volume is

exposed onto the recording material. When the exposure process is complete, the material is

developed and a single holographic frame is viewable.

-.,ab-

>.s /7
Object L / ,_ Therrno

Wavefront _ M / / /_ Plastic

(s) / /
/= .f / •

J Micropositioning Table I / / / / /
k I

/////

////,/

II//
Reference / / /

Wavefront / /

/

Figure 5-1. Holographic Generation Scheme

HGS development occurred over several phases:

• Perform detailed optical design for the proposed baseline concept.

• Review the state-of-technology for SLMs and near-real-time holographic
recording materials to determine recent technological advances in these areas prior
to equipment purchase.

• Perform an early proof-of-concept demonstration at the University of Colorado
and test the performance of key components.

• Build and test a baseline system at the Analytics laboratory;

• Develop and test an alternative holographic recording configuration, the phase
conjugate optical system;
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Developand testan alternativeHGS exposuremethodusing a multiplane-by-
multiplanerecordingtechnique;and

Performtestingwith analternativeHGSrecordingmaterial,the Du PontSeries
700holographicrecordingf'dm.

The detailed optical design for the baselinesystemis describedin Section5.1.

A reviewof thestate-of-technologyof SLMsandholographicrecordingmaterialsis presented

in Section5.2. Earlyproof-of-conceptstudiesattheUniversity of Coloradoaredescribedin

Section5.3. Thesef'u'stthreetaskswerecritical in defining thepath for theremainderof the

effort. As a result of theseinitial tasks,recommendationswere madeto and approvedby

NASA topurchaseequipmentcomponentsdifferingfrom thatoriginally proposed.Additional

taskswerealsoapprovedto developalternativeconfigurationsto circumventthelimitationsof

theoriginaldesignidentifiedduringearlytestingat theUniversityof Colorado.Initial baseline
developmentandsystemintegrationtasksperformedat theAnalytics HERSSlaboratoryare

discussedin Section5.4. Developmentworkassociatedwith thealternativephaseconjugate

recordingconfigurationarediscussedin Section5.5. Developmentwork associatedwith the

alternativemultiplane-by-multiplaneexposuremethodarepresentedin Section5.6. In Section
5.7,experimentalresultsusinganewlyreleasedDu Pontphotopolymer(Weber,et al., 1990)

astheholographicrecordingmaterialarepresented.Experimentationandoptimizationefforts

for eachconfiguration arepresentedwithin eachsubsection. An overall analysisof HGS
performanceis presentedis Section5.8. A summaryis providedin Section5.9.

5.1 DETAILED OPTICAL DESIGN OF THE BASELINE SYSTEM

Dr. Lloyd Huff developed the detailed optical design for the baseline HGS subsystem

as illustrated in Figure 5-2. In the figure, the heavy solid line depicts the laser beam before it is

split into the object and reference beam wavefronts. The medium weight line represents the

reference beam path; the lightest line represents the object beam path. The major components,

as labeled in the figure, and their functions are:

A. Beam riser J raises the beam to the desired height of the optical system
(approximately 11 inches above the surface of the table).

B. Electronic shutter -- controls the time for each exposure. The shutter can be
set to an exposure as short as 0.0001 second.
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C.

G.

E,F.

H.

D°

I.

J°

K.

L°

O°

Q.

2" mirror-- directs the beam to a variable polarizing beam splitter.

Variable polarizing beam splitter. Splits the beam into a pair of mutually
perpendicular beams. One beam forms the object wavefront and travels in the
same direction as the input beam. The other beam forms the reference

wavefront and is redirected 90 ° to the left. The optics in the beam splitter
ensures that the output beams have the same polarization. The relative

intensities of the two beams is controlled by a knob on the beam splitter. By
adjusting this knob, it is possible to vary the object/reference beam intensity
ratio, also known as the K ratio.

2" mirrors -- Directs the reference beam to a spatial filter and extends the path
length of the reference beam so that the object and reference beam path lengths
are approximately equal.

Spatial filter -- Directs the reference beam through a 10 I.tm pinhole and a 20X
objective. The pinhole produces a point source illumination. The pinhole is
aligned with the 20x objective so that a uniform cone of expanding light is
output to fully illuminate the thermoplastic camera (Q) with the reference
wavefront.

2" mirror -- Redirects the object beam to a spatial filter.

Spatial filter -- Directs the object beam through a 10 ).tm pinhole and a 20X
objective to produce a uniform cone of expanding light.

Condensing lens -- 120 mm focal length lens that condenses the light to fully
iUuminate the object.

Object -- 2-D transmissive object that serves as the coherent light source for
the hologram. The object can be a 35 mm slide, a glass plate, or a transmissive
SLM.

Projection lens -- 100mm focal length lens to project the image of the test
object onto a diffuser.

Diffuser _ Localizes the image of the object.

Mi.cropositioning table -- Varies the location of the TV projection lens (0) over
a stx inch travel.

TV Projection lens _ Relays and minifies the image reaching the one-inch
square thermoplastic recording plate.

Thermoplastic camera -- Electro-mechanical device for erasing and developing
the holographic image stored on a thermoplastic plate.
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P°

R°

S.

TV Projection lens -- Projects and magnifies the holographic image in the
direction of the viewer.

Fresnel field lens -- Relays and magnifies the holographic image to the
viewer's eye.

Optical table -- Provides vibration isolation during holographic exposure.

When generating a holographic image, 2-D object planes (K) are sequentiaUy exposed

onto the thermoplastic plate (Q). The location of each 2-D depth plane in the holographic space

is a direct function of the position of the relay lens (O). Before exposing a 2-D plane, the

position of the relay lens is varied by directing the micropositioning table to a specific location

along its six-inch travel. As the relay lens moves, the size and the location of the diffuser

image at the thermoplastic plate changes. If a square annulus on a glass plate is exposed, a 2-D

hologram of the single square annulus is recorded. But with multiple exposures and stepping

of the relay lens between exposure, a 3-D pyramidal shape is recorded. That is, subsequent

images of the square within the hologram are displaced in depth and are of increasing size as

illustrated in Figure 5-3.

Pyramidal Holographic Image:
Large Square Annuli Recede into Depth

Exposure 1
Depth Plane 1
Relay Lens Position 1

Figure 5-3.

Exposuren
Depth Plane n
Relay Lens Position n

Multiple Exposure of a Square Annulus through Depth to
Create a 3-D Pyramid
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After the thermoplastic has been multiply exposed, the thermoplastic is developed to

generate the hologram. To view the hologram, the object beam is blocked and the

thermoplastic plate is illuminated by the reference beam only. The observer sits directly behind

the thermoplastic camera. Between the observer and the thermoplastic camera is a "IV

projection lens and a Fresnel field lens with a 9 inch focal length. The viewing optics was

designed to magnify the holographic image stored on the relatively small thermoplastic plate.

The thermoplastic plate has an active area of 1.5 square inches. The system is capable of

magnifying an image approximately threefold. This produces an image volume corresponding

to an approximate 4.5" x 4.5" x 6" depth area.

In the baseline HGS configuration, use of a relatively low-powered helium neon laser

was anticipated. The eventual HGS configuration required use of a 2-Watt argon laser as

described in Section 5.3 and 5.4.

5.2 REVIEW OF THE STATE-OF-TECHNOLOGY OF SLMs AND
NEAR-REAL.TIME RECORDING MATERIALS

In 1987, when the Phase II proposal was written, the Hughes liquid crystal light

valve (LCLV) was selected as the SLM component for the HERSS prototype. The Hughes

LCLV had been under development for several years and was widely used as an incoherent to

coherent light converter in Fourier optical systems. The Hughes LCLV, and other such

research grade SLMs, were the only devices available for impressing imagery on a. coherent

beam at the time the proposal was written. However, the cost was high; the LCLV and an

associated driver were $40K. In early 1989, low cost SLMs (less that $2K) were being mass-

produced by various Japanese companies and installed as displays in hand-held portable liquid

crystal televisions as well as in portable computers. These alternative SLMs were investigated

in order to assess relative cost/performance tradeoffs with the Hughes system. In particular, a

Seiko-Epson, Kodak Data Show, and nView SLM were evaluated.

Based on a survey of these devices, including optical performance, cost, flexibility,

and the experiences of other researchers, it was concluded that the cost of the Hughes device

was not justified. In fact, Andrews et al. (1988), using a Kodak Data Show as the holographic

object source, produced holographic stereograms on photographic film. Furthermore, some
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cleardisadvantageswerefoundwith theHughesLCLV ascomparedwith thenewlyavailable

alternatives.Specifically,theHughesdevicewasnon-uniform;theperformanceof eachliquid

crystal varied throughoutthe displayarea. The Hughesdevice wasalso only a reflective

device,a limiting factorin potentialHGSdesignconfigurations.Theneweralternativeswere

uniform andprovidedthesameor betterinformationcontentthan theHughesdevice. While
theHughessystemprovidedthehighestcontrast(600:1for thebestperformingregionsof the

display),thecostcouldstill notbejustified consideringtheotherperformancefactors. It was

determinedthatthenViewSLM providedthebestcontrast(20:1)amongthelow costSLMsat
thattime.

Alternativecommercially-availablethermoplasticmaterialswerealsoinvestigated.

Two primary sourceswereidentified -- Newport (USA) and Micraudel (FR). The Newport

holographic camera consists of a camera unit and a controller. The thermoplastic is mounted

on a photoconducting substrate that is applied to a glass plate. The glass plate is approximately

1.5 square inches and is held by a plastic frame that slides into ridges in the camera for easy

replacement. The 1.5 inch format places a severe constraint on the performance requirements

of the HGS display optics system. That is, a one to four magnification ratio is necessary in

order to obtain a six inch viewing cube. The Micraudel system uses a thermoplastic film

similar to the Newport system but the film is mounted on a transparent flexible plastic strip.

The camera advances the film strip for each hologram by rolling the film from one post to a

second post. The magnification requirement is cut in half by the Micraudel system which has a

2 x 2.8 inch format. Performance of both the Newport and Micraudel thermoplastic were

evaluated during experimentation at the University of Colorado lab in late February, 1989.

Figure 5-4 illustrates the structure and recording steps of a thermoplastic device.

Before a hologram is recorded, the thermoplastic is heated to erase any existing deformations in

the thermoplastic. After erasure, a positive charge is applied to the thermoplastic. When the

plate is subsequently exposed to light, the charges in the more intensely illuminated regions

migrate through to the conductive layer and are dissipated. The result is a surface charge

distribution whose intensity varies inversely to the incident light exposure. Following

exposure, the hologram development process is initiated by f'rrst applying a brief but intense

electrical current through the conductive layer. This results in a heating and corresponding
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softening of the thermoplastic. Upon cooling, the surface deformations form a relief phase

grating. The hologram can be viewed when incident reference waves reconstruct the

holographic object wave. The plate can be reused by heating the plate and erasing the

deformations. The erasing and exposing procedure takes approximately 30 seconds and the

developing procedure also takes approximately 30 seconds. Optimum exposure energy varies

between 5 and 7 I.tJ/cm2.

In 1988, Du Pont was in the early stages of developing a new photopolymer material

(HRF-352) for use as a holographic recording medium. Du Pont supplied a sample of the

photopolymer to Analytics. The photopolymer was mounted on 8 1/2 by 11 inch sheets of

Mylar. The material could be cut to any size and then sandwiched between two pieces of glass.

As the name implies the photopolymer is a light sensitive complex chemical compound. It

consists of several ingredients including polymeric binder, photoinitiator system,

polymerizable monomers, and sensitizing dye (Weber, et al., 1990). When the photopolymer

is exposed, assuming there is a sufficient activation energy, monomer polymerization starts and

proceeds in the exposed regions. In these regions, the monomer is converted to a

photopolymer. Monomers diffuse from adjacent regions creating density gradients. As

exposure continues, the originally viscous material hardens and further hologram recording is

stopped. Final illumination of the material with ultra-violet light polymerizes the remaining

monomer and fixes the image. Further archival quality processing requires an additional

baking step. This step is not considered necessary for a near-real-time holographic recording

process. Optimum exposure energy varies between 15 to 80 mJ/cm2 depending on

holographic recording configurations with less energy required for reflection holograms

compared to transmission holograms.

Finally, photorefractive crystals were also evaluated as a possible medium for

volumetric display. However, the assessment indicated that the approach was impractical due

primarily to the limited crystal size. The crystal size, limited to two to five mm, would place an

even greater burden on the HGS display optics to magnify the image to a reasonable size.
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5.3 EARLY PROOF-OF-CONCEPT AND COMPONENT TESTING AT
THE UNIVERSITY OF COLORADO

Dr. Kristina Johnson of the Electrooptical Computing Center at the University of

Colorado provided use of laboratory facilities to the HERSS development team in February,

1989, for early proof-of-concept testing and component evaluation. Several key technical

questions involving the baseline HGS optical design were to be investigated including:

Would generation of a hologram be possible if one of the optical components
were mounted on a motor-driven micropositioning device?The concern here was
that if the motor was continuously on, vibrations generated by the motor would
transfer to the optical component mounted on the table. This could disturb the
light wave pattern being transmitted to the thermoplastic and could possibly lead
to a failed hologram.

• What holographic image quality is possible using the proposed optical
configuration?

How many multiple exposures are achievable with the Newport thermoplastic
camera compared to the Micraudel camera before image quality degrades? With
the Du Pont photopolymer?

• Will holographic image quality vary if a helium neon laser is used versus an argon
ion laser?

5.3.1 EXPERIMENTATION

Experimentation with the baseline configuration included:

• Single exposure of the Newport thermoplastic with the motor of the stepper
positioning table turned on and off.

• Single and multiple exposure of the Newport thermoplastic using a glass plate
square annulus as the holographic object source.

• Single and multiple exposure of the Micraudel thermoplastic using a glass plate
square annulus as the holographic object source.

• Single and multiple exposure of the Du Pont photopolymer (HRF-352 Series)
using a glass plate square annulus as the holographic object source.

Exposure of the Newport thermoplastic using an argon-ion laser in place of the
helium-neon laser used in the previous experimentation to determine if laser type
significantly affected image quality.
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5.3.2 RESULTS

The baselineoptical configurationpresentedin Figure 5-1 wassetupon a 4' x 10'

optical tableat the Universityof Coloradolaboratoryusinga Spectra-Physics120Shelium-

neonlaser.A 35 mmslideof anAir Forceresolutiontestchartwasusedastheobjectsource
andtheNewportcamerawasusedasthe holographicrecordingmedium. Therewere some

initial difficulties in obtaininga goodhologramwith the Newport system. Eventually the
problemwastracedto impropersettingsof thecoronaanddevelopmentvoltages.Oncethese

wereadjustedto matchtheequipmentspecifications,it waspossibleto generateholograms

with relativelylittle backgroundnoise.TheK ratio (theratioof referencebeampowerdivided

by objectbeampower)andtotalexposureenergyat theplatewerevarieduntil asharp,bright,
low noisehologramwasgenerated.

Priorto experimentation,severalhologramsweregeneratedto determinetheoptimum
K ratio andexposureenergyfor theNewport thermoplastic.A 35mm slideof theAir Force

resolutiontestchartwasusedastheobjectsource.Theoptimumresultswereobtainedwith a
K ratioof approximately2.5andanexposureintensityof 70I.tJ/cm2.

To determinethe effect, if any, of vibration emanatingfrom themicropositioner

motoron theholographicgenerationprocess,a hologramwascreatedwith the motorpower

turnedonandoff. A 35mmslideof theAir Forceresolutiontestchartwasusedastheobject
source. To minimize the vibration with the motor on, a command was sent to the

micropositionerto reducethemotorpowerto thelowestlevelpossiblefollowing completionof

atablemove. With themotorpoweronoroff, theholographicimagewasfoundto beof equal
quality.

To perform the multiple exposuretesting, a squareannuluswas usedas the test

object. Theobjectwascreatedby first coveringa glassplatewith blacktape. Theshapeof a

1.5"squareannuluswas thencut out of the backgroundwith a line width of approximately
0.125inch. In effect, theobjectwasa brightannulusona blackbackgroundasthelaserlight

was transmitted from the rear of the glass plate and moved in a direction toward the

thermoplasticcamera.As previouslymentioned,multipleexposureof a squareannulususing

thebaselineconfigurationgeneratesahologramof a 3°D pyramid. Specifically,astherelay
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lensis movedfartherawayfrom the thermoplasticcamera,the locationof the imagein the
holographicvolumeisdisplacedrelativeto theoriginalimage.In addition,themagnificationof

theimageincreasesastherelaylensmovesawayfrom thethermoplasticcamera.As illustrated

in Figure5-3, with eachconsecutiveexposure,the imageof the squarebecomeslargerand

moredistantwithin theholographicvolume. Also,asthenumberof depthslicesincreases,the

pyramidappearsto look moreandmorelike asolidobject.

MultipleexposurehologramsweregeneratedusingtheNewportcameraandtheglass

squareannulusasthe testobject. Five, 10, 20, and 29 multiple exposeswere attempted.

Goodhologramswere generatedwith 5 and 10exposures. At 20 exposures,therewas a

noticeabledegradationin thehologram,but theimagewasstill presentable.At 29exposures,
theholographicimagewasvisible,butthenoiselevelwasapproachinganunacceptablelimit.

Similar experimentswereconductedwith the Micraudel Camera. For 5 and 10

multipleexposures,the results were very similar to those obtained with the Newport system.

However, for 20 and 29 exposures we were unable to obtain any holograms. Based primarily

on the hardware difficulties encountered with the Micraudel system and the inability of the

system to generate holograms at the higher level of exposures, this system was judged

unsuitable for use in HGS.

A limited set of multiple exposure experiments were also conducted with the Du Pont

photopolymer. The photopolymer exhibited superior multiple exposure performance compared

to the thermoplastic in terms of image quality. However, considerably longer exposure times

were required. The recommended photospeed of the photopolymer was specified in millijueles

of power per area compared to the microjuele specification for the thermoplastic. Thus, long

exposure times were necessary with the photopolymer especially with use of the relatively low

powered helium-neon laser. Another disadvantage of the photopolymer was that the material

was still experimental and contained potentially hazardous substances. Specifically, one of the

ingredients of the photopolymer tested positively for mutagenicity (Harrington, 1989). Unsafe

exposure could occur in the unlikely event that the material contacted the skin directly or if a

f'rre caused hazardous gases and vapors to be produced.
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A comparativeanalysisof theresultsusingeachrecordingmaterialwasconducted.

The Newport thermoplasticwasselectedasthepreferredrecordingmaterial for theHERSS

near-real-timeapplication.TheNewportcameracouldproducegoodquality hologramsin the
shortesttimeframe. Furthermore,it wasaproven,commercially-availablesystem.Themajor

drawbacksto Newport'ssystemare the time requiredby thecamerafor the erase-expose-

developcycle (50seconds)andthelimited sizeof thethermoplasticplates(1.5 inch square).
However, it wasconcludedthat thesedisadvantagescould be overcomeif the PhaseII

developmentefforts indicatedthat useof the material in theeventualHERSSsystemwas
warranted.Lee,Marzwell,Schmidt,andTufte (1978),workingat Honeywell,reporteduseof

a thermoplasticmaterial with developmentand erasuredurationsof 4 - 100 msec. The
Honeywellmaterialwasactuallytheprototypethermoplasticusedin theNewportcamera.The

fastereraseanddevelopcyclesin theHoneywell systemwereattributedto a fasterheating

processof thethermoplastic(Tufte,personalcommunications,1990).

It was alsoconcludedthat the Du Pont materialprovided a viable backupas an

alternateholographicrecording material because of the superior quality of the hologram

following multiple exposure. If at a latter stage, the Newport camera's performance was

judged unacceptable for the teleoperation application, then further research would be performed

using a Du Pont photopolymer material. In fact, subsequent research was performed with a Du

Pont material (Series HRF-700) that became available in 1990 as reported in Section 5.7.

Another major goal of the experimentation conducted in Colorado was to evaluate the

performance of the baseline optical design. Overall the quality of the holograms produced by

the baseline system was good and was comparable to other holographic configurations.

However certain limitations of the baseline system were noted including:

Limited number of multiple exposures. If a depth resolution of 2 mm (or 3 mm)
was to be met, then 76 (or 51) depth planes needed to be stored on the
thermoplastic. The image generated on the thermoplastic seriously degraded
following multiple exposure of 30 depth planes.

• Some distortion of the image was noted resulting from defects in the HGS optics.

• The size of an image plane varied from one depth to the next. In the eventual
system, a software preprocessor would be necessary to adjust the image size prior
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to exposureto counterthemagnificationchangesinducedby therelaylens. The
additionalsoftwareprocessingwould slow theframeupdaterate. Furthermore,
specialrequirementswouldbeplacedon theSLM. The SLM would needto be
capableof displayingbotha largeand a small image. A fine pixel resolution
wouldalsobeneededon theSLM sothatpixel densitycouldberoughlyequated
acrossfor smallandlargeimageslices.

Thefield-of-viewof theholographicimagewasLimitedto approximately20°.

To circumventthemultipleexposurelimitation,amultiplane-by-multiplaneexposure

methodwasdevisedasdescribedin Section5.6. BasicaUy,thismethodusesastackof SLMs

to exposeseveraldepthplanessimultaneouslyinsteadof exposingonly onedepthplaneat a
time. EachSLM in thestackisshghtlyseparatedin theaxialplaneto representtherealdistance

betweenimageslices. Themultiplane-by-multiplaneexposuremethodhadthe potentialto at

leastdoubletheinformationcontent,or depthresolutionin thefinal hologram,by doublingthe

numberof depthplanesstoredin thesix inchdisplayvolume.

In order to enlargetheviewing angle,investigationinto theuseof a fly's eye lens
(FEL) would also be undertaken. A FEL is composed of a matrix of small lenslets. Each

lenslet, representing the view from a unique perspective, could relay the object image to the

thermoplastic. With a greater spectrum of angles incident on the thermoplastic, it was

conceivable that the field-of-view could increase. Furthermore, if a quality image could be

formed with a FEL and if the multiple SLM stack concept did not perform to expectations,

another configuration using the FEL would be considered to increase the information stored on

the thermoplastic. Specifically, a FEL could be used in conjunction with a spatial multiplexing

technique to reduce the exposure per recording area and its associated bias buildup. With each

sequential exposure on the thermoplastic plate, a moving mask would allow only one quadrant

of the thermoplastic to receive the exposure.

To circumvent the image distortion exhibited in the baseline system and to avoid the

requirement to adjust the image size in software before exposure, a phase conjugate optical

configuration was devised. This configuration is based on the principles of phase conjugation

and reverse ray tracing. When generating the hologram, the object image passes through a

series of lenses that inevitably distort the image recorded on the thermoplastic. However,

when viewing the hologram, the object image is reconstructed by transmitting the light back
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throughtheopticsin areversepath. This hastheeffectof eliminating thedistortionsinduced

bytheopticsduringhologramgenerationincludingrninificationor magnificationchanges.The
detaileddesigneffort for thisconfigurationencompasseduseof themultiplane-by-multiplane

exposuremethodandthe FEL testing. Section5.5describesthe phaseconjugaterecording

configurationas well asthe FEL testing. Section5.6 describestesting the multiplane-by-

multiplaneexposuremethod.

Finally, ananalysisof the laserpowerrequirementsfor the alternateconfigurations

revealedthat powerrequirementswould increase.The multiplane-by-multiplaneexposure

•method,in particular, resultedin a considerablelossof energyasthe light was transmitted

throughthe SLM stack. To verify that imagequality would not vary with useof a higher

powerlaser,hologramsweregeneratedusingthethermoplasticcamerain conjunctionwith an
argonion laser.Theresultsindicatedthathologramsof comparablequalitycouldbegenerated

witheithertheargonion or theheliumneonlaserasalight source.In bothcases,bright,clear,

sharphologramswereobtained.Useof a 2-Wattargonion laserwassubsequentlyproposed

andapproved.

5.4 BASELINE DEVELOPMENT AT THE ANALYTICS LABORATORY

Following equipment acquisition and component testing, the baseline configuration

was reestablished at the Analytics laboratory in Willow Grove, Pennsylvania. Three

experimental goals were set for testing with the baseline:

(1)

(2)

(3)

Duplicate the results obtained during the preliminary testing in Colorado to
ensure that the equipment acquired for the HERSS laboratory was functioning
properly;

Characterize the optimum performance of the thermoplastic for single and
multiple exposure; and

Perform preliminary experiments focusing on use of an SLM as the object
source for the hologram.

5-16



5.4.1 EXPERIMENTATION

Experimentation with the baseline configuration included:

Single and multiple exposure of a bright square annulus on a black glass plate to
repeat the Colorado testing and to characterize the optimum performance of the
Newport camera,

• Single exposure of an nView SLM on the thermoplastic to determine the baseline
performance associated with use of that SLM as the holographic object source.

5.4.2 RESULTS

The baseline configuration, as illustrated in Figure 5-2, was set up at the Analytics

laboratory. Prior to experimentation, the performance of key optical components were

independently tested. This preliminary testing focused on checking the performance of the

variable polarizing beam splitter as well as the thermoplastic camera. For the beam splitter, the

polarization of the object and reference beams were monitored and found to be correct

throughout the range of possible values. Some difficulty was experienced with use of the

thermoplastic camera. In particular, it was necessary to adjust both the corona and

development voltages to a minimum value to avoid a fog on the plate which would create a very

noisy image. Eventually, both voltages were adjusted to appropriate settings, but throughout

experimentation at the Analytics laboratory, the settings for these voltages would drift and

would need to be repeatedly adjusted.

Following initial setup and component testing, experimentation to characterize the

multiple exposure capability of the thermoplastic was conducted. Initial testing focused on

repeating and extending the Colorado testing of the Newport camera performance. An open

square annulus on a black glass plate was used as a test object. Single and multiple exposures

were attempted for K ratios ranging between 0.4 and 60.0 and for energy exposures ranging

between 6 and 30 _tJ/cm2. For multiple exposures, the location of the depth planes were made

to be equidistant within the six inch volume of the hologram.

For the single exposure case, clear, bright, sharp holograms of the test object were

found for K ratios less than 2.5 and with exposure energy between 6 laJ/cm2 and 8/aJ/cm2.
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Table 5-1. Single and Multiple Exposure of the Thermoplastic
Using Bright Square Annulus on a Black Background

Camera

# ofExposures
Series A

Series B

K Ratio

2.5

I Energy

7.8_J/cm 2

Hologram Results

Clear, Sharp, No Noise.1

10 2.5 7.81_J/cm 2 Clear, Sharp, Slight Noise Buildup.

15 2.5 7.8pJ/cm 2 Good Hologram. Noise is increasing

20 2.5 7.81_J/cm 2 Good Hoiogram. All Depth Planes Visible
Noise is Evident., Hologram is Dimmer.

I

1 5 7.0pJ/cm 2 Clear, Sharp, No Noise.
ii

5 5 7.0_J/cm 2 Clear, Sharp, Slight Noise Buildup.

10 5 7:01j.J/cm 2 Sharp, Slightly Noisier.
i

20 5 "7.01_J/cm 2

2.8 7.01_J/cm 22O

20 1 7.0_J/cm 2

20 0.54 7.0pJ/cm 2 Similar to Previous Result.

Considerable Noise. Depth Planes are

Indistinct and Blurry.
Less Noisy. Some of the Depth Planes are
Visible.

Less Noise. All Depth Planes are Visible.

For multiple exposures, the optimum K ratio and power was dependent on the

number of multiple exposures. Table 5-1 illustrates results for two series of multiple exposure

trials. In Series A, plate exposures varied between 1 and 20 while the K ratio and energy were

held constant at 2.5 and 7.8 I.tJ/cm2, respectively. While noise buildup increased with the

number of exposures, all depth planes were sdll distinctly visible at 20 exposures. In Series B,

the K ratio was fixed at 5 and the total energy at the plate was held at 7.0 IM/cm2. The results

indicated that an unacceptable level of noise occurred at 20 exposures: the depth planes were

indistinct and blurry. When the K ratio was subsequently reduced to 1, the noise at 20

exposures was minimized. There was converging evidence form these as well as other series

of trials that the optimum K ratio for multiple exposures was 1 and that the optimum energy at

the plate was 7.0 p.I/cm2.
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These results indicated that 20 multiple exposurescould be obtained on the

thermoplasticwithout seriousdegradation.It wasconcludedthatthe baselineconfiguration

usinga plane-by-planeexposuremethodcouldnotmeetthedepthresolutiongoalof between

51 and76 imageslices. It wasnecessaryto pursuethe multiplane-by-multiplaneexposure
methodasdescribedin Section5.6.

Initial testingusinganSLM astheholographicobject sourcewasalsoconducted.
The nView hadanapproximate6x 6 inchactiveareaandoperatedin thetransmissivemode.

The nView SLM was readily addressable by a video card installed in the Macintosh-IIx. The

image of a square annulus, generated by the central computer software, was transmitted to the

SLM before exposure onto the thermoplastic. With only one exposure of the SLM onto the

thermoplastic, a poor holographic image were generated. This was attributed to the low level

of contrast that was available using this SLM. While the glass plate test object had an

approximate contrast ratio of 1000:1, the nView SLM had a contrast ratio of 20:1. This low

contrast ratio is attributed to considerable light leakage through cell areas that are closed.

It was concluded that the performance of the nView SLM was unacceptable for use in

HGS. Further testing using an SLM as the object source would be conducted using the SLM

components of the SharpVision video projection system.

A Sharp video projection system containing three SLMs became available on the

market in early 1990. It was equivalent to the cost of the nView but had a higher contrast ratio

of approximately 30:1. Each SLM has a 384 x 240 pixel resolution within an active area about

2.4 inches wide by 1.8 inches high. Further testing with the Sharp SLM was conducted using

the phase conjugate recording system as reported in the following section.

5.5 PHASE CONJUGATE CONFIGURATION

Dr. Lloyd Huff developed the detailed optical design for the phase conjugate

recording system. As previously discussed, this configuration is based on the principles of

phase conjugation and reverse ray tracing. This configuration was designed to improve the

performance of the HGS by removing optical distortions from the holograms and eliminating

the need for complicated correction algorithms for the SLM imagery. Any image distortions
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inducedby the opticsduring hologramgenerationareremovedduring the phaseconjugate

reconstruction.Furthermore,the imageswithin thehologramarepresentedatthesamescaleas

theoriginalobject,thatis, withoutmagnificationor minification.

Figure 5-5 illustratesthe componentsof the system.The configuration is slightly

modifed dependingon whethera hologramis being generatedor is being viewedby the
observer.In thegenerationmode,theconfigurationis arrangedsothattheobjectandreference

beamwavefrontsinterfere at thefront faceof the thermoplasticcamera,as is requiredfor

generationa transmissionhologram. In the viewing mode, the reference wavefront is

transmitted through the rear of the thermoplastic plate to reconstruct the original object

wavefront. The reconstructed wave then travels in a reverse path through the optical system.

Use of this technique in reconstruction provides for the elimination of any image distortions

induced by the optics during hologram generation.

Another important factor in the design of this system focused on use of the

SharpVision SLM units as the holographic object source. The surface of the Sharp SLM is

coated with a polarizer such that transmitted light is polarized at a 45 ° angle. Thus, to maximize

the energy transmitted through the plate, the object beam polarization was set to 45 ° before

striking the SLM. Prior to interference of the object and reference beams at the front face of the

thermoplastic, it was necessary to adjust the polarization of the reference beam so that it

matched the polarization of the object beam.

The system uses a Coherent 2-Watt argon laser to generate the object and reference

beams. A note is provided in Figure 5-5 for those components that are uniquely used in either

the generate or viewing mode. The components, as labeled in the figure, and their functions

are-

mo

lo

Beam riser -- raises the beam to the desired height of the optical system
(approximately 11 inches above the surface of the table).

Electronic shutter -- controls the time for each exposure. The shutter can be set

to an exposure as short as 0.0001 second.
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C. Variable polarizing beam splitter -- splits the beam into a pair of mutually
perpendicular beams. One beam forms the object wavefront and travels in the
same direction as the input beam. The other beam forms the reference
wavefront and is redirected 90 ° to the left. The optics in the beam splitter
ensures that the output beams have the same polarization. The relative
intensities of the two beams is controlled by a knob on the beam splitter. By
adjusting this knob, it is possible to vary the object/reference beam intensity
ratio.

D. Rotational polarizer-- changes the orientation of the object beam polarization to
45 degrees off-axis.

E,F. 2" mirrors -- directs the reference beam to a spatial filter and extends the path
lengm of the reference beam so that the object and reference beam path lengths
are approximately equal.

G° Spatial filter -- directs the reference beam through a 10 I.tm pinhole and a 10X
objective. The pinhole produces a point source illumination. The pinhole is
aligned with the 10x objective so that a uniform cone of expanding light is
output to fully illuminate the object (J).

H. Micropositioning table -- Varies the location of the object (J) over a six inch
travel.

I. Diffuser-- Diffuses light reaching the transmissive object.

J° Object m 2-D transmissive object that serves as the coherent light source for the
hologram. The object can be a 35 mm slide, a glass plate, or an SLM.

K. Fresnel field lens -- images the projection lens to the viewing zone and forms
the exit pupil of the system.

L° Projection lens -- 100 mm focal length lens to relay the object wavefront onto
thethermoplasticcamera (M).

M. Thermoplastic camera _ electro-mechanical device for erasing and developing
the holographic image stored on a thermoplastic plate.

N. Half-wave plate _ changes the polarization of the reference beam to match the
polarization of the object beam which is off-axis at a 45 degree angle.

O,P. 2" mirrors -- directs the reference beam to a polarizer and extends the path
length of the reference beam so that the object and reference beam path lengths

are approximately equal.

Q° Polarizer _ removes any light which is not polarized at a 45 degree angle with
respect to vertical.
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R. Attenuator -- used to adjust the intensity of the reference beam when the K ratio
is set. There is considerable light loss in the object beam after passing through
the Sharp SLM/s.

S. 2" mirror w directs the reference beam to a spatial filter.

T° Spatial Filter -- directs the reference beam through a 10 _m pinhole and a 20X
objective. The pinhole produces a point source illumination. The pinhole is
aligned with the 20x objective and a uniform cone of expanding light is output
to illuminate the entrance pupil of the collimator (T).

U. Collimator-- produces a collimated reference beam with an approximate 2 inch
spot size.

V* 4" mirror on kinematic base w directs the reference beam to another 4" mirror

on the path to the thermoplastic camera (L). The kinematic base allows the
mirror to be removed during the viewing mode.

W. 4" mirror _ directs the reference beam to the thermoplastic plate.

X. 4" mirror _ directs the reference beam to the thermoplastic plate to reconstruct
the object wavefront during viewing mode.

Y. 8" x 11" mirror u mirror placed at the 45 ° angle to direct the object wavefront
to the observer's eye during viewing mode. (Note: The object is removed.)

Z. 4' x 10' optical table -- provides vibration isolation during holographic
generation mode.

Prior to experimentation, a variety of objectives were evaluated for use within the object beam

spatial filter (G). This evaluation was conducted so that the optimum pinhole and objective

combination could be found that would fully illuminate the active area of the SLM, no more

and no less. Minimizing the spread of the cone of light emanating from the spatial filter would

reduce the overall light loss following transmission through the SLMs. The optimum setting

used a 10X objective with a 10 _.m pinhole.

During the generation mode, 2-D object planes (J) are sequentially exposed onto the

thermoplastic plate (M). The location of each 2-D object plane in the holographic space is a

function of the position of the object (J). The object is mounted on a micropositioning table

(14). Before exposing a 2-D plane, the position of the table, and thus the object, is varied along
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thesix-inchtabletravel. Similarto thebaselineconfiguration,a3-Dholographicimageis built

by sequentiallyexposing2-Ddepthplanes.

During theviewingmode,theobject (J) and diffuser (I) are removed. A mirror (Y),

oriented at a 45 ° angle from the optical path, is mounted on the mircropositioning table (I-I) in

place of the object. To reconstruct the hologram, the object beam is blocked and the mirror on

the kinematic mount is removed. This allows the reference beam to reflect from mirror (X)

onto the rear of the thermoplastic plate. The light then passes through the TV projection lens,

the Fresnel field lens, and is reflected from the mirror (X) in the direction of the observer.

A major advantage of the phase conjugate recording system is the capacity to increase

the image magnification relative to what was achieved with the baseline. In the baseline

configuration, a large-diameter, low-f/# projection lens (P in Figure 5-2) was required to

generate a 3:1 magnification of the 1.5 square inch thermoplastic image. Thus, the holographic

display created an image that was 4.5 inches wide. This was short of the desired 6 inch wide

display goal. If even lower f/# optics were used in the baseline, considerable image distortion

would result. With the phase conjugate recording system, however, it was possible that a lens

with a smaller f/# could be used without causing serious image distortions. For example, a

lens with a smaller focal length could decrease the f/# (f/# = focal length / diameter) and thereby

enlarge the resultant display image. During reconstruction, because the light is reversed

through the optics, distortions are eliminated. Therefore, one experiment for the phase

conjugate system was replacement of the TV projection lens (L) with a lens having a shorter

focal.

An experiment using a fly's eye lens (FEL) would also be undertaken. The primary

impetus for the use of the fly's eye lens was (1) to "effectively" increase the size of the

thermoplastic recording aperture from a 1.5-inch square to a 2- or 3-inch square and (2) to

increase the display field-of-view. As previously mentioned, a FEL is composed of a matrix of

small lenslets. Each lenslet represents the view from a unique perspective. If a FEL were

placed between the projection lens (P) and the thermoplastic plate (Q), a greater spectrum of

angles would be incident on the thermoplastic. As the cone of light carrying the image

information strikes the FEL, light at the edge of the cone is bent back inward toward the 1.5"
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recordingmedium. Thiscouldtheoreticallyincreasethefield-of-view of the image. Without

theFEL, light attheedgeof theconewouldnotstriketherecordingareaandwouldbelost.

In the eventualHERSSsystem,in order to accomplish the 2- or 3-inch square

"effective"recordingaperture,aFEL wouldbeemployedwith a multiplexing technique.For
eachexposure,only onequadrantof thethermoplasticwouldbeavailablefor recording. The

other threequadrantswould becoveredby a travelling maskingdeviceor perhapsa binary

SLM thatonly allowedlight to betransmittedthroughonequadrant.For theflu'stdepthplane

in aseries,theimagewouldberecordedononequadrant.For thenextdepthplane,adifferent

quadrantwouldbeexposed.Thequadrantrotationwouldproceeduntil all depthplaneswere
exposed. The increasein the spectrumof anglesthat axerecordedin eachquadrantcould

possibly combine to increasethe apertureof the thermoplastic. To achievea six inch
holographicviewing volume,amagnificationfactorof only 2 or 3 would benecessary.This

would reducethe burdenon the displayoptics to magnify the output image;low-f/# optics

wouldnotberequired.An additionalbenefitof theFEL configurationwouldbe thecapability

to reducethe exposureper unit areaon the thermoplastic. In effect, using the quadrant

multiplexing,eachquadrantwouldonly receiveone-fourthof theexposureenergy.

system:

Threeexperimentalgoalswereset for testingwith the phaseconjugaterecording

(1) Determinethebaselineimagequalityof thephaseconjugaterecordingsystem;

(2) Investigativetheability of thevariousphaseconjugaterecordingconfigurations
to increasethefield-of-view of theHGSdisplayandthe magnificationof the
thermoplasticimageattheviewingaperture(e.g.,useof afly's eyelensaswell
asuseof aFresnelfield lensinsteadof theTV projectionlens);and

(3) Perform preliminary experiments focusing on use of a Sharp SLM as the object
source for the hologram. The Sharp SLM is monochromatic unit based on TFT
technology. It is 2.4 inches wide by 1.8 inches high having a pixel resolution
of 384 x 240 pixels and a 30:1 contrast ratio.

5.5.1 EXPERIMENTATION

Experimentation with the phase conjugate configuration included:

• Single exposure of the thermoplastic using a black glass plate with a bright square
annulus as the holographic object source,
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Singleexposureof thethermoplasticusing the glassplate as the holographic
objectsourcealongwith replacementof theTV projection lens with a Fresnel lens
of a shorter focal length.

Single exposure of the thermoplastic using the glass plate as the holographic
object source along with positioning of a fly's eye lens between the projection
lens and the thermoplastic camera.

Single exposure of the thermoplastic using the glass plate as the holographic
object source along with use of a fly's eye lens and the Fresnel field lens (instead
of the TV projection lens).

A series of single exposures of a Sharp SLM onto the thermoplastic to determine
the baseline performance associated with use of this alternative SLM as the
holographic object source.

5.5.2 RESULTS

Testing with the phase conjugate optical configuration indicated that this alternative is

superior over the baseline configuration for several reasons:

• Provides for distortion-free imaging.

• Eliminates the need for a relay lens.

• Generates a holographic image that is at least comparable to, if not better, than the
image obtained with the baseline optical setup.

For the single exposure of the glass plate, using the optimum K ratio and power density as

determined during baseline testing, a sharp and bright hologram was generated with little noise

and no apparent image distortion. Plate I of Figure 5-6 presents a photograph of this

hologram.

The image quality and image magnification possible with use of a shorter focal length

lens in the optical system was determined. The 4.5-inch-focal-length TV projection lens (L)

was replaced with a 3.0-inch-focal-length Fresnel lens that enabled a higher magnification in

the output image. Again a hologram of the bright square annulus on the black glass plate was

generated (see Plate 2 of Figure 5-6). While enlarged by approximately 30%, noise in the

image was evident in the recording. This is attributable to the use of the Fresnel lens which

produces scatter. While the phase conjugate system can eliminate distortions, scatter cannot be

perfectly compensated for by the system.
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PLATE 1 PLATE 2 PLATE 3

PLATE 4 PLATE 5 PLATE 6

PLATE 7 PLATE 8 PLATE 9

PLATE 10 PLATE 1 1 PLATE 12

Figure 5-6. Photodocumentation- Holograms Recorded

on Thermoplastic
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To determinetheimagequality possiblewith placementof a fly's eye lensin the

optical path, another hologram of the black glass plate with the open square annulus was

generated. The FEL was placed between the TV projection lens (L) and the thermoplastic

camera (M). The FEL was placed as close as possible to the thermoplastic camera without

interfering with the reference beam wavefront that approached the camera at a 24 ° angle. A

poor hologram recording resulted. Areas of the hologram containing image information were

very noisy even though the background on the plate had little noise.

In an attempt to improve the image quality of the FEL recording, the TV projection

lens (L) was replaced with the 3.0-inch-focal-length Fresnel lens and was used in conjunction

with the FEL to generate another hologram of the glass plate. Image quality improved with use

of the Fresnel lens (see Plate 3 of Figure 5-6). However there was still considerable noise in

the image of the glass plate annulus compared to the cases without use of the FEL (i.e., Plates

1 and 2).

It is possible that performance using a FEL can be improved if a high quality FEL

with very small lenslets is employed. It was concluded, however, that further investigation

into the use of the FEL was not warranted. Image quality will probably not approach the

quality achieved without a FEL. Furthermore, accurate collimation and alignment during the

phase conjugate reconstruction is more critical when a FEL is used and will result in a more

complicated system. Therefore, the FEL would only be considered at a later date if the

multiple-SLM approach to circumvent the multiple exposure limitations of the thermoplastic

was not successful.

Testing was also conducted using the Sharp SLM as the object source. An image of a

rectangle approximately 1.5 inches wide and 1 inch high was transmitted to the SLM. Two

holograms were generated: one of a bright rectangle on a dark background and another of a

dark rectangle on a bright background (see Plates 4 and 5 of Figure 5-6). For the bright-on-

dark case, the pixels forming the rectangle were open to let the laser light pass through while

the other pixels were closed. For the dark-on-bright case, all pixels were open with the

exception of the middle rectangular annulus. A single exposure was recorded for each case.

Good contrast was found for both cases. The holograms were clear and sharp with a high
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levelof contrastandvery little noise.Theresultsweresignificantlybetterthanthoseobtained

usingthenViewSLM astheobjectsource.

To testtheresolutionof theSharpSLM andthethermoplastic,threeotherholograms

weregenerated.A videoimageof a 35mm slideof theAir Forceresolutiontestchartwas

transmittedto the SLM (seePlate6 of Figure5-6). A clear,sharphologramwasgenerated

with thedetailedstructurecomparableto thevideoimagesource.Also,hologramsof complex

imagesweregenerated.Specifically,2-D videoimagesof ahorseandof a catcontaining256

gray levelsweremade(seePlates7 and8 of Figure 5-6). Goodresultswereobtainedwith

eachhologramexhibitingenoughcontrastsothatt'medetailscouldbediscernedin theimage.

Theresultsof initial testing with the Sharp SLMs indicate that the units have adequate

resolution and contrast for acceptable imaging for the HERSS laboratory development effort.

The active area of the Sharp SLMs, however, is too small for the ultimate system if a full six

inch cubic holographic image is to be achieved. While a six inch holographic depth can be

achieved, the image is limited to the width and height of the Sharp SLM (2.4" x 1.8").

Furthermore, in performing experimentation, a brightness variation in the holographic

image on the thermoplastic was noted. That is, brightness varied as a function of viewing

angle of the thermoplastic film, and was particularly pronounced in the horizontal viewing

plane. It was concluded that there is a fundamental spatial frequency recording limitation of the

thermoplastic film across the horizontal plane. Specifically, a diffraction efficiency rolloff

produces excessive image brightness variation across the viewing field. Spatial frequencies

that are recorded at the optimum resolution of 800 lpm will exhibit the optimum diffraction

efficiency and will be bright and have high contrast. This optimum spatial frequency is found

only for normally incident rays. The recording of the rays that are either to the left or right of

normal will have a higher or lower spatial frequency, a corresponding lower diffraction

efficiency, and a corresponding shift in brightness.

The result is that a maximum viewing field angle of only 15-20 degrees can be

achieved with the thermoplastic camera. This fundamental problem can only be overcome with

a complicated filtering technique to compensate for the non-linear brightness. Alternative
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recordingmediumswith amuchhigherresolutionwouldalsobeinvestigated,suchastheDu

Pontphotopolymer.

5.6 MULTIPLANE-BY-MULTIPLANE EXPOSURE METHOD

With the originally proposed plane-by-plane exposure method, approximately 20 2-D

depth planes of information could be recorded on the thermoplastic before the holographic

image started to seriously degrade. Within a six-inch depth (152.4 ram), 20 depth planes

represents a display resolution of 0.3 inch (7.6 mm). The HGS depth resolution goal was a

resolution between 0.08 inch (2 mm) and 0.12 inch (3 ram). Thus, to meet this design goal,

between 51 and 76 2-D depth planes had to be recorded. To circumvent the multiple exposure

limitation of the thermoplastic and to record a greater number of 2-D depth planes in one

hologram, a multiplane-by-multiplane exposure method was devised. In addition to increasing

the information content within one holographic frame, another potential advantage of the

method is that the entire volume could be recorded in less time. For example, moving the

micropositioning table between every 2-D plane exposure would no longer be necessary. A

single move of the micropositioning table would now cover a multiplane exposure.

The multiplane-by-multiplane exposure method employs a stack of three SLMs. The

object (J) in Figure 5-5 is replaced with a stack of three SLMs that are sandwiched together. In

addition, a polarizer precedes the stack and an analyzer follows the stack to allow the

appropriately polarized light to enter and leave the stack. For the laboratory prototype, each

SLM in the stack was separated by a distance of 0.12 inch (3 mm). The housing on each SLM

unit prevented the units from being positioned closer than this distance. For each exposure,

three 2-D depth planes of information are sent to the 3-SLM stack for simultaneous exposure.

Between exposures, the 3-SLM stack, which is mounted on the micropositioning table, is

moved through space so that the images of the next three 2-D depth planes are appropriately

positioned within the holographic volume. If 20 multiple exposures could be achieved within

in the six-inch volume, then 60 depth planes of information would be recorded and the HGS

design goal could be met.
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To elaborateuponthismethod,aftertheobjectbeampassesthroughthediffuser(I in

Figure5-5),thelaserlight will strikethepolarizerto allowonly light polarizedata45° angleto

entertheSLM stack.Following thepolarizer,light is transmittedthroughcellsthathavebeen

openedin theSLM stack. Light is not transmittedthroughopaqueor closedcells. After the

light is transmittedthroughtheSLM stack,it mustalsopassthroughananalyzer.Again,only

light with a45° polarizationis allowedtopass,therebyeliminatinganystrayreflectionsor light

that can add noise to the holographic image.

In the 3-SLM exposure method, the holographic recording film must have a clear

view of each image pixel in the stack. This means that pixels ahead and in back of image pixels

must be open. A simple way of accomplishing this is to set image-containing pixels to an

opaque state and all other pixels to full open. This would create a dark image on a bright

background. This approach was not pursued, however, because the non-image light could

degrade the multiple exposure recording capability of the film. Instead, the actual

implementation required that image-containing pixels be set to an open state. All other pixels

were closed except those that provided a clear view of image pixels. Thus, a bright image on a

dark background was created.

In summary, in the 3-SLM stack, open SLM cells serve three purposes:

(1) Represent image information for a particular depth plane. In this case, the DIPS
shape function is used to determine what image information is associated with a
depth plane. Pixels where image information exists will be opened thereby
creating a bright image on a dark background. These pixels, however, will not
be set to full open. Instead, the DIPS brightness function is used to determine
the grey scale value for each image-containing pixel. Depending on the specific
grey scale value, image-containing pixels are set somewhere between full off
and full on.

(2) Allow light to be transmitted to corresponding image-containing pixels on the
SLMs that follow in the stack. These pixels are set to full open.

(3) Allow image information on preceding SLMs to be transmitted through the

stack on the path to the thermoPlastic plate. These pixels are also set to full
open.
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Threeexperimentalgoalswere set for testingwith the multiplane-by-multiplane
exposuremethod:

(1)

(2)

(3)

Determinethebaselineimagequalityof thetechniquewith singleexposureof a
stackof glassplates;

Determinethebaselineimagequalitywith singleexposureof one3-SLM stack;
and

Determineimagequality with multipleexposureof the 3-SLM stack. Identify
the maximum number of 2-D image planes that can be recorded in one
holographicframe.

It isnoteworthythata singleexposureof aglassplatestackwasusedto determinetheoptimum
performancepossibleusingthestackingmethod. First, eachof the four glassplatesin the

stackwas large (6 inchesby 6 inchescomparedto the smaller2.8 x 1.7 inch SharpSLM

format). Second,a high contrastcheckerboardpattern,printed on an acetatesheet,was

attachedto eachglassplate(allowingfor anapproximate1000:1contrastcomparedto the30:1

contrastof theSharpSLM). Theseconditionswouldmimic thebestperformancepossibleif

an SLM with a large format and a high contrast ratio was available. It is expectedthat

increasedSLM size and highercontrastwill becomeavailableas the technologyrapidly
develops.

5.6.1 EXPERIMENTATION

Experimentation with the multiplane-by-multiplane exposure method included:

• Single exposure of a glass plate stack,

• Single exposure of the 3-SLM stack,

° Multiple exposure of the 3-SLM stack.

For the baseline experiment with the glass stack, a hologram of a stack of four glass

plates was generated. Each glass plate contained a square annulus of a checkerboard pattern.

The square annulus on each plate was of increasing size.
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To implementthe3-SLMmultiplaneexposuretechnique,thethreeSharpSLMswere

stackedadjacentto eachother.An effortwasmadeto aligntheindividualpixel elementsacross

theSLMsascloselyaspossible.Thatis, therelativehorizontalandverticalpositionsof each

SLM wasvisuallyadjustedsothatthehoneycombgrid of electroniccomponentswasaligned.

Furthermore,in orderto implementtheHGS stackingmethod,it wasnecessaryto invert the

intensityof theimageononeof theSLMsto accountfor variationsin thepolarizationcoatings

amongtheSLM units. Thisadjustmentallowedthelight of theobjectbeamto betransmitted

throughtheentireSLM stack.Thehorizontalorderingof pixelswasalsoinvertedfor oneof
theSLMssothatall threeimageplaneswererectified. Thesechangeswerenecessarybecause

theSharpVisionVideoProjectionsystemusedanopticalcombiningtechniqueto superimpose
theimagesof eachSLM insteadof astackingtechnique.Dueto theincompatibilities,theHGS

multiplanestackingtechniquerequiredthedevelopmentof acustomSLM addressingmethod.

For experimentaltestingwith the3-SLM stack,hologramsweregeneratedusinga 3-

D pyramidal shape. Specifically, a numericaldatabaseof a pyramid with a checkerboard
surfacepatternwasused.To generatea hologram,thenumericaldatabasewas"sliced" intoa

setof annulardepthplanesof varyingthicknessandsize. Duringa particularexposure,three

concentricimageslicesweresentto eachof thethreeSLMsin thestack.Thestackwasmoved
to a new position for the nextexposure. In a 10-exposurehologramof a 3-SLM stack,30

annularslicesof thepyramidwererecorded.For a 20-exposurehologram,60 annularslices

wererecorded. Eachannularslice wasof increasinglength and width sothat a pyramidal

shapewasformedthroughdepth.

Baseduponpreviousoptimalexperimentalresultsusingthethermoplasticcamera,a
K ratioof oneandanexposureenergyof 70 IM/cm2wereutilized.

5.6.2 RESULTS

For the baseline experiment with the glass stack, a clear, sharp hologram of the

checkerboard pattern was generated as illustrated in Plate 9 of Figure 5-6. The four annular

slices were clearly visible through the holographic depth as the observer's head moved around

the hologram. For some viewers, when the hologram was viewed from only one vantage

point, it was difficult to perceive the depth in the image. That is, the checkerboard appeared to
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be in only one plane. It is possiblethat this illusion was the result of the useof the

checkerboardpattern.Thecontinuouspatternacrosstheretinacouldhavebeenmisinterpreted
as being in one plane. When the viewer's head moved, the depth reappeared. This

demonstratesthe importanceof motion parallaxinformation to resolveambiguousretinal

images.

Multiplane exposure testing commencedwith generationof a single-exposure

hologramof the3-SLMstack.For thisinitial case,the3-Dpyramidwasslicedinto threedepth

planesof equalwidth. Eachdepthplaneimagewastransmittedto eachof thethreeSLMsand

asingleexposurehologramwasgenerated.A clear,low noisehologramresulted. However,

perceivingdepth within the 3-SLM stack wasdifficult. This was attributed to the use of

checkerboard pattern itself.

Multiple exposure testing with the 3-SLM stack followed. Plates 10, 11 and 12 of

Figure 5-6 illustrate the results for 7, 13, and 21 multiple exposures of the 3-SLM stack,

respectively. These plates represent recordings of 21, 39, and 63 image planes. For the 7-

exposure hologram (21 planes), the hologram was clear and sharp. For the 13-exposure

hologram (39 planes), the image quality degraded m image brightness decreased and

background noise increased. For the 21-exposure hologram (63 planes), the noise reached an

unacceptable level. It appears that approximately 13 exposures can be made before the image

seriously degrades. Compared to the baseline plane-by-plane exposure method, this represents

an 95% increase in the number of image planes that can be recorded. In the baseline condition,

20 exposures (20 image planes) could be recorded before the noise started to seriously affect

image quality. In the multiplane-by-multiplane exposure method, 13 exposures (39 image

planes) could be recorded.

When viewing these multiplane exposure holograms, depth positions were clearly

discernable from one 3-SLM stack position to the next. However, it was not possible to

discern differences in depth within an SLM stack even when the observer's head was moved.

It is unlikely that this effect could be attributed to the checkerboard pattern alone. Alternatively,

this effect could be related to the field-of-view of a single pixel. As previously noted, in order

for the light from an image-containing pixel to reach the thermoplastic, the corresponding pixel
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on anadjacentSLM is setto full open. Becausethe light transmittedthroughtheSLM is

diffuse (i.e., projectedthrougha diffuser),aconeangleexists throughwhich themodulated

light travels. Accordingly, thecorrespondingareason adjacentSLMs shouldbesomewhat

larger in areathanjust a singlepixel. Currently, becauseonly one pixel is openedon an
adjacentSLM, the coneof light emanatingfrom the image-containingpixel would thusbe

partially occluded. Limitations in computerpowerprecludedtestingthe effectof openinga

greaternumberof pixelson adjacentSLMsto allow theimage-containingconeof light to be

fully transmittedthroughthestack.

Finally,in experimentingwith the3-SLMstack,a faintMoire patterncouldbeseenin

thebackgroundof the hologramswhentheobserver'sheadwasmoved throughthe field of

view. The moire pattern moved across (and behind) the image field. This problem is a result

of stacking the SLMs. A Moire' pattern results from the superposition of multiple (two or

more) periodically opaque surfaces with coherent or incoherent light in the stack. Because the

resultant spatial intensity distribution is a product, the individual periodic patterns will beat with

one another, and a product pattern will result, usually with a much reduced periodicity. This

causes some obscuration of the desired intensity pattern. The periodic structure of the SLMs

which causes this problem is in the pixel structure itself, i.e., the thin opaque (5-10 micron)

electronic structures which separate the pixels.

5.7 HGS ALTERNATIVE RECORDING MATERIAL: DU PONT
PHOTOPOLYMER

As noted in the preceding sections, several limitations were encountered with use of

the thermoplastic material. The most critical limitation concerns the multiple exposure

capability of the material. Using the baseline HGS optical design, only 20 image planes could

be exposed before serious image degradation occurred. Even with the multiplane-by-

multiplane exposure method, the thermoplastic could only hold 13 exposures (representing 39

image planes) before image quality deteriorated. This information content is still short of the

51 image planes needed to meet a 3 mm depth resolution goal. A second critical limitation

associated with the thermoplastic is the limited size of the plate -- a 35 mm square.

Considering that a magnification factor of three can be achieved, this means that the transverse

size of the final holographic image can only be 105 mm or approximately four inches wide
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insteadof six incheswide.

variationacrosstheplate.
Finally, the holographicimage exhibits an image brightness

For these reasons, hologram generation using a newly released Du Pont

photopolymer(HRF-700Series)wasundertaken.The photopolymeris a volumerecording
materialhavinga resolutionof over4000lpm. This meansthat thephotopolymercanhold
muchmoreinformationthanthethermoplastic.Furthermore,thematerialis availablein sheet

sizes8.5 by 11inches. This reducestherequirementfor magnifying the final holographic
image. Finally, the HRF-700materialhasa lower film speedthan theHRF-352 material
previouslyusedduring thepreliminaryexperimentalstudiesin Colorado. This meantthatthe

exposuretimecouldbeloweredusingthenewmaterial.

Single and multiple exposuretesting with the photopolymer was conducted to

determinetheimagequality andexposuredurationof theDu Pontmaterialcomparedto the
thermoplastic.

5.7.1 EXPERIMENTATION

Experimentation with the Du Pont photopolymer included:

• Single exposure of one glass plate square annulus as the holographic object
source,

• Single exposure of a stack of four glass plates as the holographic object source,

• Single exposure of one SharpVision SLM as the holographic object source,

• Multiple exposure of one SharpVision SLM as the holographic object source,

For testing with the photopolymer, the thermoplastic camera (M in Figure 5-5) was

removed and replaced with a lens mount for holding a photopolymer plate. To create a plate,

the photopolymer was cut into approximately 3 inch squares and sandwiched between two

pieces of glass that were also approximately 3 inch square. The glass plates were held together

by masking tape and were kept in a light-tight box prior to exposure. Following exposure, the

laboratory room lights were turned on so that the material was bathed with ultraviolet (UV)

light. The UV bath served to instantly complete the polymerization process and "fix" the
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display. It shouldbenotedthattheglassusedin makingthephotopolymerplateswereof low

qualityandcausedsomeaberrationsin thefinal imagery.

WhengeneratingmultipleexposurehologramsusingtheSharpSLM, avideoimage
of amagazineadvertisementwasusedastheunderlyingdatabase.Themessageread:"If you

thought Digital wasn'tcommitted to UNIX-based RISCcomputing". A custom software

programwasusedto cut the single2-D imageinto a setof concentricsquareannuli. The

numberof annuli in thesetvarieddependingon the desirednumberof multiple exposures.
Thus, to generatea hologram,eachannuluswas sequentiallytransmittedto the SLM for

exposure.Followingexposure,theSLM wasmovedin longitudinalspace,thenextannulusin

the set was transmittedto the SLM for exposure. This transmit-expose-movecycle was

repeateduntil thefinal holographicimagewasbuilt. In effect,thefinal imagecontainedthetext
messagewarpedovera3-Dpyramidalshape.

Theexperimentsto evaluatetheHRF-700materialfollowedthesamepatternusedin

theevaluationof thethermoplastic.First,baselineperformance,includingoptimumexposure

energyandK ratio,wasestablishedusingasingleglassplateandastackof four glassplatesas
theholographicobjectsource.Next,a single-exposurehologramof oneSLM wasgenerated.

Multipleexposuresof oneSLM followedin orderto determinethemaximumnumberof plane-
by-planeexposurespossiblewith thematerial. Dueto contractresourceconstraints,thelatter

experimentaltestwasnot completed. This alsomeantthat testingwith the multiplane-by-

multiplane exposuremethodwas not conductedusing the photopolymeras the recording
material.

5.7.2 RESULTS

As a baseline experiment, a single exposure hologram of a glass plate with a square

annulus was generated. As shown in Plate 1 of Figure 5-7, a clear, bright hologram was

created using a K ratio of 1 and an exposure energy of 30 mJ/cm2. This K ratio and exposure

energy were then used to generate a hologram of a four-plate glass stack. One plate contained a

35 mm slide of the Air Force resolution test chart. Another plate contained a square

checkerboard annulus. A third plate contained a dot at each comer; a fourth plate contained a
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Dupont Photopolymer
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dot atthetop,sides,andbottom. Theplatesizewasapproximately6 incheshighandwide. A
two inch separationdistancewassetbetweeneachplatesuchthatall theplatesstraddledasix

inchdepth. As shownin Plate2 of Figure5-7,aclear,brighthologramwasgenerated.

Experimentaltestingwith theSharpSLM astheobjectsourcewas thenconducted.

The first stepwasgenerationof a singleexposurehologramof one SLM. A singlesquare

annulusof thetextmessagewastransmittedto theSLM for thispurpose.As shownin Plate3

of Figure 5-7, a good clear hologramresulted. The imagewasnot as bright as what was
obtainedwith the glassplates,but this wasexpectedconsideringthat the contrastratio is

considerablylessusingtheSLM asthetestobjectcomparedto usingtheglassplates.

Thenextexperimentalstepwasexplorationof themultipleexposurecharacteristicsof

thephotopolymer. A K ratio of 1 andanexposureintensityof 30mJ/cm2were usedasthe

initial recordingparameters.Usingtheseparametersfor a 10exposurehologram,a sharpbut

dim hologramwasgenerated.With further testingit wasdeterminedthat the intensity for

multipleexposuresshouldbelessthantheintensityfor asingleexposure.For the20-exposure
case,theoptimumenergywasone-halftherecommendedpower. As illustratedin Plate4 of

Figure5-7,abrightclearhologramwasgeneratedfor the20-exposurecaseusingaK ratioof 1

andanexposureintensityof 15mJ/cm2. Furthermore,unlike the thermoplastic,the image

brightnesswasconstantthroughoutthefield-of-view.

Theoptimumrecordingparameterschangedfor the40-exposurecase.Here,thebest
results were obtained with only one-third the recommendedintensity or 10 mJ/cm2.

Furthermore,theK ratiowasoptimaUysetto lessthanone. Thatis, thereferencebeampower
wassetto a lowerenergylevelthantheobjectbeam.Plate5 of Figure5-7presentstheresults

of the 40-exposurehologram. A clear hologram is producedeven though the image is

somewhatdimmerthanthe20-exposurecase(Plate4).

A 60-exposurehologramwasattempted. Basedon the resultsof the 10-and20-

exposurecases,theenergywassetto lessthanhalf therecommendedintensity for a single

exposure. Severalenergy levels and K ratios were tested. In each case,no image was
recorded. In subsequentcommunicationswith Du Pontengineers,it wasdeterminedthatthe
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energyfor a single exposure (1/60th of the total) did not meet a minimum energy level required

to activate the polymerization process. For future testing, it was recommended that before

multiple exposure begins, the plate should be bathed with the reference beam for a brief period

until the threshold is surpassed (Steven Macara, personal communications, 1990).

5.8 PERFORMANCE OF THE HGS CONFIGURATIONS

To meet NASA performance goals, a myriad of factors were considered in the design

of the HGS system. Many tradeoffs existed between the object size, the recording material's

size and sensitivity threshold, the laser power and exposure time required to generate a

holographic frame, the optical component parameters, and the size and quality of the

holographic image. For a near-real-time display, it is most desirable that the recording material

be small so that a greater intensity of light can be incident on any given point. With a larger

recording material, the light energy is spread across a larger area resulting in less intense light

at any given point. With less intensity at any given point, a longer exposure time is needed to

reach the light sensitivity threshold of the recording medium. Thus, assuming a fixed laser

energy, a hologram can be more quickly generated with a small recording material. However,

a small recording material means that the image must be magnified to produce the desired

display size.

Achieving a large magnification factor is a challenging problem for the optical

designer. To achieve a reasonable magnification of the image, a low f/# projection lens with a

relatively large aperture (i.e., diameter) must be used. The diameter of the projection lens

affects the size of the exit pupil; the f/# (focal length / diameter) affects the magnification of the

image within the exit pupil. The problem is that large magnification factors require large-

diameter, low-f/# optics that, in turn, can contribute serious distortions to the image.

For the baseline optical configuration, with the knowledge that the thermoplastic

recording material would be approximately 1.5 inches wide (the Newport material was 1.5

inches wide while the alternative Micraudel material was 2.0 inches wide) and with the

knowledge that the desired holographic volume was a 6.0-inch cube, a magnification factor of

three was provided by the optical configuration. A low-f/# projection lens (f/l) was a key
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elementin providingthe3xmagnificationneededto magnifya2.0-inchholographicimageto a
6.0-inch-diametervolume.

During preliminary proof-of-concepttestingat theUniversity of Colorado,a full-

parallax, multiple-exposure,holographic imagewas generatedusing the baselineoptical

configuration.At thattime,thermoplastic-recording-materialtestsindicatedthattheNewport

cameraexhibitedsuperiorperformanceover theMicraudelcamerafor themultiple exposure

application. However, becausethe Newport material was only a 1.5-inch format, a

magnificationfactorof threelimitedtheholographicvolumeto 4.5 incheswide by 4.5 inches

high. A 6.0-inchdisplaydepthcouldeasilybecreatedby moving theprojectionthroughan
approximate2.0-inchspaceto achievetherequired6.0-inch-depthmagnification.

Furthermore,during the preliminary testing, severalother limitations with the

baselinesystemwere noted. The most critical limitation was that less than 30 multiple

exposurescould be recordedon the thermoplastic.Becausethe methodof exposurefor the

baselinesystemwas plane-by-plane,this meant that less than 30 depth planescould be
recordedin oneframe. Thus,aresolutionof 5mm (at best)couldbeachievedoverthe 152.4

mm(6.0- inch)depth. If thedepthresolutiongoalof 3 mmwasto bemet, 51planeshadto be

recordedwithin theholographicvolume.

Anotherlimitationof thebaselineconfigurationwasthattheimageof theobjectvaried
in sizeasthemicropositioningtablemovedtheprojectionlensto thenextdepthplaneposition

betweenexposures.This meantthattheeventualdisplaysystemwould needto adjustthesize

of eachimagebeforedisplayingit ontheSLM torectify theimageplanes.Thiswould increase
thecomputationalload andpossibly thetime to generatea holographicframe. In addition,

thereweresomedistortionsfoundin thefinal imageryrelating to the 3x magnificationof the

holographicimageascanbeexpectedwith low-f/# optics. Finally, the field-of-view of the

imagewaslimitedto approximately20°.

A phaseconjugaterecordingconfigurationwasdevelopedto addressthelimitations

of the baselinesystem. The revisedconfiguration was basedon the principles of phase

conjugationandreverseray tracing. Using theseprinciples,two limitations of the baseline
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systemcouldbeovercome. First, imagedistortionsinducedby the opticsduring hologram

generationwereremovedduring the phaseconjugatereconstruction. Second,the images

within thehologramwerepresentedatthesamescaleastheoriginalobject,therebyeliminating
theneedto useacomputeralgorithmto adjustthesizeof the imagetransmittedto eachSLM

prior to exposure.Becausethescaleof theobjectremainedconstant,however,thisplacedan

additional constrainton the systemdesign. To obtain a 6.0-inch holographicvolume, the

object also had to be 6.0 inches wide and high. For this reason, the nView SLM

(approximately10incheswideandhigh)wasselectedasthehologramobjectsource.

Testingwith thephaseconjugateopticalconfigurationwith a glass-platetestobject

conf'trmedthatthisalternativewassuperiorto thebaselinefor severalreasons:

• Distortion-freeimagingwaspossible.

Thephaseconjugateconfigurationrequiredonly onelarge-aperture,low-f/# lens.
Thebaselinerequiredtwo suchlenses(onefor hologramgenerationandonefor
hologramviewing). Thephaseconjugatesystemusedthe samelarge-aperture,
low-f/# lensfor hologramgenerationandviewing by reversingthepathof light
throughtheopticsduringimagereconstruction.

In termsof imagebrightnessand clarity, hologramsgeneratedwith the phase
conjugateconfigurationwereatleastcomparableto, if notbetter,thantheimages
obtainedwith thebaseline.

Another major advantageof the phase conjugate recording system was the
opportunityto increasetheimagemagnificationrelativeto whatwasachievedwith thebaseline

to meetthe6.0-inchdisplaydimensiongoal. Specifically,useof a projectionlenswith a lower
f/# couldbeattemptedto increasethemagnificationof the1.5-inchthermoplasticgreaterthan

threefold. Theimagedistortionassociatedwith a lower f/# lenscould not be toleratedin the

baselineconfiguration.Thephaseconjugatesystemcouldeliminateopticaldistortions.A 3.0-

inch-focal-length Fresnellens replaceda 4.5 inch-focal-lengthTV projection lens. The

resultanthologramimagewasnoisy. While theoptical distortion waseliminated,the light

scatterinducedby theFresnellenscouldnotbeperfectlycompensated.This configurationwas

notpursuedfurther.
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Thephaseconjugatesystemalsoprovidedtheopportunity to test theuseof a fly's

eyelensto increasethefield-of-view of theholographicimage. This lenscould beplacedin
theopticalpathbetweentheobjectandthethermoplasticrecorder.Light at theedgeof thecone

of light travelling to thethermoplasticthatwould normallybe lostcould becapturedby this

lens. Thatis, thefly's eyelensprovidedtheopportunityto capturethis light andredirectit to
thethermoplastic,therebyincreasingthe field-of-view in therecordedimage. Again,useof

this lenswouldnothavebeenpossiblewith thebaselinedueto imagedistortion.

Another potential useof the fly's eye lens was in conjunction with a quadrant

multiplexingschemethatcould "effectively" increasethesizeof thethermoplasticrecording

apertureandreducetheexposureperunit area. Increasingthe "effective" aperturefrom 1.5-
inch to a2- or 3-inchareawouldmeanthata six-inchholographicvolumecouldbeachieved

with just a magnificationfactorof three. Furthermore,by exposingonly onequadrantat a

time, theexposurebiasbuildupcouldbeavoided.This could increasethemultiple exposure

capacityof thethermoplastic.Suchamultiplexingtechniquecouldserveasa backupmethod

to analternatemultiplane-by-multiplaneexposuremethod.

Hologram generationwith the fly's eye lens,however, resulted in a poor image
recording.Areasof thehologramcontainingimageinformationwerevery noisyeventhough

the backgroundon the plate hadlittle noise. While it is possiblethat performancecan be

improvedwith a higherquality fly's eyelens,it wasconcludedthatfurther investigationwas

notwarranted.Regardlessof anypotentialbenefitthis lenscouldoffer, imagequalitywastoo
severelyaffectedtojustify furtherdevelopmentefforts.

Hologramsgeneratedwith thenView SLM wereextremelynoisy. It wasconcluded
thatdueto an inadequatecontrastratio, thisdevicewasunsuitableastheobjectsourcefor a

hologram.Thenoisein theholographicimagewasattributedto theconsiderablelight leakage

throughthenViewpixel cellsthatweresetto anopaquestate.As analternative,aSharpSLM
with ahighercontrastratiowassuccessfullyusedastheobjectsource.A disadvantageof the

SharpSLM, however,wasthat it is only currently availablein a small size format -- 2.4

incheswideby 1.8incheshighm meaningthatthefinal holographicimageis limitedto those

sametransversedimensions.Thesix-inchdeepdisplaycanstill beattainedby longitudinally
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repositioningthe SLM within a six-inch depthduring hologramgeneration. The 6.0-inch
transversedimensioncanonly beachievedwhena6 inch by 6 inch SLM becomesavailable

with asuitablecontrastratio. OtherlargerformatSharpSLMsarecurrentlyunderdevelopment

(e.g.,Adachi,Matsumoto,Nagashima,et al., 1990).

To circumventthemultipleexposurelimitationof thethermoplastic,amultiplane-by-

multiplane exposuretechniquewas devisedand implemented with the phaseconjugate

configuration. UsingtheSharpSLMs,this techniqueemployedtheuseof a 3-SLMstack. At

eachexposureof the thermoplastic,threedepthplanesweresimultaneouslyrecorded.Thus,

with 13exposures,51 imageplanescouldberecordedto meetthe depthresolutiongoalof 3
mm. Another key benefit of this techniquewas thereductionof time to generatea single

holographicframe. If 51 imageswererecordedin 13exposuresinsteadof 51exposures,then

38micropositioning-tablemovescouldbeeliminated.This would bea significantsavingsof
time consideringthattablemoveandsettletimeswerefoundto be250msecand 1000msec,

respectively.The settletimewasnecessaryin orderto allow vibrationsinducedby thetable

moveto dissipate.

The viability of the 3-SLM exposure scheme was demonstrated through

experimentation. Seven, 13, and 21 exposures were made of the stack. This meant that 21,

39, and 63 image planes of information were recorded on the thermoplastic. The 7-exposure

hologram (21 planes) was clear and sharp. However, as the number of exposures increased,

the image quality degraded; image brightness decreased and noise increased. Furthermore,

when viewing a hologram, it was not possible to discern differences in depth within the images

formed by one SLM stack (the 3 SLMs are separated by approximately 3 mm). However,

depth positions were clearly discernable from one stack position to the next. Finally, there was

also a faint Moire pattern in the background of the holograms when the observer's head was

moved through the field of view.

The multiple-SLM exposure scheme provides a promising technique for meeting

HGS resolution and near-real-time generation goals. However, further research is needed. A

possible explanation for the inability to perceive depth within a 3-SLM stack is that the field-of-

view of a single pixel is relatively small considering that only one pixel is set to full open on
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adjacentSLMs to allow the coneof light to be transmitted through the stack. It may be

necessary to open several pixels; this, however could lead to a noisy image. To determine

exactly how many pixels should be opened requires further research to fully characterize what

factors lead to noise with multiple exposures. Specifically, the contribution of the total light (or

image information) within all the planes to the noise must be determined relative to the effect of

the number of exposures alone. Furthermore, the faint moire pattern found in holograms

generated with the 3-SLM stacking method could possibly be eliminated by aligning the

electronic grids of each SLM. In the ultimate system, a custom device having micrometer

adjusmaent controls could be used in the alignment. Finally, psychophysical experimentation is

needed to determine what SLM spacing distance and pixel opening method will result in a

perceivable separation of image planes.

Another major conclusion of the experimentation is that future HGS research should

focus on the use of photopolymer as the recording medium of choice. There are three primary

limitations of the thermoplastic. First, the thermoplastic cannot store enough image planes to

meet the depth resolution goal. Second, its small 1.5-inch format limits the holographic

volume to a 4.5-inch transverse dimension. Third, the viewing field angle is limited to only

15 ° to 20 °. The first and third limitations are related to the 800 lpm resolution possible with the

surface-relief thermoplastic material. Alternatively, the Du Pont photopolymer is a volume

recording material with a significantly greater resolution of 3000-4000 lpm. Recent

developments at Du Pont (HRF-700 series films) led to improvements in the material that

allow a higher modulation index and an improved photospeed. Another key advantage of the

photopolymer is that it is available in a large format (8.5 x 11 inch sheets). Thus, the

photopolymer has the potential to store a greater number of multiple exposures, improve the

field-of-view of the f'mal hologram, as well as provide the 2.0-inch format necessary to achieve

a 6.0-inch holographic output image.

Some testing with the Du Pont HRF-700 material was conducted. Single and

multiple exposures of the photopolymer were made using 6.0-inch square glass plates as well

as SLM test objects. Single exposure of one glass plate as well as single exposure of a stack of

four glass plates resulted in clear and bright holograms. Multiple, plane-by-plane exposures of

a single SLM resulted in clear holograms for 10, 20 and 40 exposure cases. While noise did
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increasewith the numberof exposures,the noisewassignificantly lower noise than that
exhibitedwith the thermoplastic.Theinitial resultsindicatethatthephotopolymercanstore

greaterinformationcontent.Furtherresearchwith thephotopolymeris warrantedusingthe3-
SLM stacking.

To project the ultimate ability of thephotopolymerto beusedasa near-real-time

recordingmaterial,onemustconsidertheexposuretimerequiredbythematerialaswell asthe

time to record a minimum of 51 imageplanes. With the 3-SLM stacking technique,it is
possiblethatoneholographicframewith therequiredresolutioncanbegeneratedwith 13table

moves. Consideringthat thetimefor onemove-settlecycle is 1250msec,13cyclesrepresent

a fixed timeof approximately15secondsin thegenerationof oneholographicframe. (Image

planescanbesimultaneouslytransmittedto theSLMsduringthemove-settletimeif aseparate

videodriver is usedto addresseachSLM in theultimatesystem. In the laboratoryprototype

model,SLM-addressingtimesweremuchlongeron theorderoneone minute). Considering
useof theargon-ionlaserwith one-wattpoweron the514line, anexposuretimeof between

24 and 30 secondsis required for the photopolymer. The UV bath developmenttime is

instantaneous.With thecurrentphotopolymerandaslightlyrevisedHERSSconfigurationthat

canmorequickly addresstheSLMs,it is possiblethataholographicframecanbegeneratedin

39 to 45 seconds(15 secondsfor the move-settlecycles and 24 to 30 secondsfor the
exposure).

Concerningtheultimateability of thephotopolymerto producea holographicframe

even faster,Du Pont researchersproject that the sensitivity of the photopolymercan be
improvedby a factorof six. This couldmeanareductionin exposuretime to 4 or 5 seconds.

With thisprojectedimprovement,it ispossiblethatafull-parallaxholographicframecouldbe

generatedin about20seconds(15secondsfor themove-settlecyclesand4 or 5 secondsfor
theexposure).

5.9 SUMMARY

Using the baseline configuration, a full-parallax, multiple-exposure, holographic

image was generated on the thermoplastic material using the plane-by-plane exposure

technique. Several limitations, however, were noted with this configuration. Three limitations
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wereassociatedwith thethermoplasticrecordingmaterial. Two limitations wereassociated

with the optical configuration itself and anotherwasassociatedwith the plane-by-plane
recordingmethod.Theprimarydisadvantageof thethermoplasticmaterialwasa storagelimit

of lessthan30multipleexposures.Thismeantthattheresolutionachievablewith thebaseline

configuration was 5 mm at best, short of the 3 mm depth resolution goal. Second,the

thermoplasticmaterialwaslimited to a 1.5-inchformat. This meantthat thethreefold image

magnificationprovidedby thebaselineconfigurationgenerateda holographicimagethatwas

4.5 incheswide by 4.5 inch high by 6 inchesdeep,short of the goal of a 6.0-inch cubic

volume. Third, the field-of-view of the imagewas limited to approximately 20°. This
limitation wasultimatelyattributedto the 800lpm recordingresolutionof thethermoplastic.

The recording resolution affects the quality of the diffraction grating stored on the material. In

order to achieve an increased field-of-view, a material with a higher recording resolution would

be necessary.

A major limitation with the baseline optical configuration was that some image

distortions were evident in the final hologram. This could be expected with the use of large-

aperture, low-f/# lenses. These lenses, however, were necessary to produce a reasonably large

magnification of a small recording material. As previously noted, a small recording material is

desirable to maximize the intensity of light at any point, thereby reducing the time to deliver

sufficient energy to meet the exposure requirements of the recording material. Another

limitation of the baseline optical system was that the image of the object varied in size between

depth-plane exposures. This meant that the eventual display system would need to adjust the

size of each image before displaying it on the SLM to rectify the image planes. This would

increase the computational load and possibly the time to generate a holographic frame.

A disadvantage of the plane-by-plane recording method was the time required to

generate a single holographic frame having a 3 mm depth resolution. To achieve a depth

resolution of 3 mm within the 6.0-inch holographic volume required that 51 image planes be

recorded. Before a single image plane could be recorded, however, the micropositioning table

had to be moved to the next longitudinal axis location followed by a fixed time period for any

vibrations associated with the table move to dissipate. The time to move the table was

approximately 250 msec; the time to dissipate any vibrations was approximately 1000 msec.
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Consideringtablemoveandsettletimesalone,exposing51 imageswouldexpend64 seconds.

Therequiredexposuretimefor thethermoplasticmaterial,assuminguseof anargon-ionlaser
with aone-wattenergyon the514 line,would beapproximately1second.Thedevelopment

timefor theNewportthermoplasticcamerawasapproximately30seconds. Thus,generation

of a holographic frame would be possiblein about 95 seconds. Thesecomputations,of

course,reasonablyassumethattheSLM canbeaddressedwithin thetablemove-settletime.

A phaseconjugaterecordingconfigurationwasdevelopedto addressthelimitations

of the baselinesystem. Using thesesystem,the two optical componentlimitations of the

baselinecould beovercome. First, imagedistortionsinducedby the opticsduringhologram

generationwereeliminated. Second,the imageswithin thehologramwerepresentedat the
samescaleastheoriginalobject,therebyeliminating theneedto useacomputeralgorithmto

adjustthesizeof theimagetransmittedto eachSLM prior to exposure.Experimentationwith

thephaseconjugateopticalconfigurationconfirrnedthatdistortion-freeimagingwaspossible

andthathologramsof comparable,if notbetter,imagequalitycouldbeproduced.

Another major advantage of the phase conjugate recording system was the

opportunity to test other optical configurations that could alleviate some of the disadvantages of

the thermoplastic material. Specifically, a lower-f/# projection lens (a Fresnel lens) was

employed to increase the image magnification of the thermoplastic image. A fly's eye lens

configuration was also employed in an attempt to (1) increase the field-of-view of the

holographic image, (2) increase the effective aperture of the thermoplastic material to a 2 or 3

inch diameter so that a magnification factor of three would generate a 6.0-inch holographic

image volume; and (3) ultimately increase the multiple exposure capacity of the thermoplastic if

used in conjunction with a quadrant multiplexing technique. Testing with these lenses in the

baseline configuration would not have been possible due to the severe image distortions

associated with their use. The phase conjugate system could eliminate these distortions.

Holograms generated with the low-f/# Fresnel lens, however, produced considerable noise in

the image due to uncorrectable light scatter induce by the Fresnel lens. This option was not

further pursued. Also, experimentation with the fly's eye lens resulted in a hologram with very

poor image quality. Regardless of any potential benefit these lens could offer, further

development was not justified because image quality was too severely affected.
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A disadvantageof thephaseconjugateopticalconfigurationwasthestrictrequirement

on thesizeof theSLM. Specifically,theSLM sizehadto beatleast6-incheswideandhighto
meetthetransversedimensiongoalof theholographicimage.For thisreason,thenView SLM

(approximately 10 inches wide and high) was selectedas the hologram object source.
Unfortunately,the performanceof this devicewaspoor andwasdeemedunsuitablefor the

HGS subsystem.In its place,a SharpSLM with a highercontrast ratio was successfully
employed.However,becausetheSharpSLM is onlycommerciallyavailablein asmallformat,

thesizeof the imagewithin theholographicvolumeis limited to thetransversedimensionsof

the Sharpunit, 2.4 inchesby 1.8 inches. This limitation is expectedto be alleviatedwhen

largerformatSLMs,currentlyunderdevelopment,arereleased.Adachiet a1.(1990)reportthe
developmentof a SharpSLM witha5.5 inchdiagonalanda 100:1contrastratio.

A multiplane-by-multiplane recording method employing a 3-SLM stack was also

developed to (1) circumvent the multiple exposure limitations of the thermoplastic and (2) to

reduce the time required to expose 51 image planes. Considering table move-settle time alone,

the holographic frame update could be reduced by as much as 48 seconds. The viability of this

technique was demonstrated through experimentation with the phase conjugate configuration.

Compared to the baseline plane-by-plane exposure method, there was a significant

improvement in the information content recordable on the thermoplastic. However, it appears

that approximately 13 exposures (39 image planes) can be recorded before the image is

seriously degraded. Furthermore, while depth positions were clearly discernable from one

stack position to the next, it was not possible to discern depth differences within a 3-SLM

stack. Finally, there was also a faint Moire pattern in the background due to the misalignment

of the electronic grids across SLMs. As previously stated, the multiple-SLM exposure scheme

provides a promising technique for meeting HGS resolution and near-real-time generation

goals. However, further research is needed to determine the impact of the pixel-opening

method within a 3-SLM stack on depth perception. Related research to fully characterize the

factors introducing noise in the final holographic image is also necessary.

Another major conclusion of the experimentation is that future HGS research should

focus on the use of photopolymer as the recording medium of choice. Critical drawbacks of
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thethermoplasticinclude:(1)Limited multiple-exposurecapability; (2) Availability in only a

1.5-inchformat that limits theholographicviewing volumeto only 4.5 by 4.5 by 6.0 inches;

and (3)a 800lpm recordingresolutionthatlimits theviewingfield angleto only 15° to 20 °.

Alternatively, a Du Pont photopolymer (HRF-700 Series) is the preferred recording medium.

The photopolymer is a volume recording material with a resolution of 3000-4000 lpm that is

available in large formats (8.5 by 11 inches). This material has the potential to store a greater

number of multiple exposure with a higher image quality than was possible with the

thermoplastic. An improved viewing field angle is also possible with this material.

Preliminary experimentation with the HRF-700 series photopolymer indicated that a

high quality image could be recorded with 40 multiple exposures of a single SLM. A

drawback of the photopolymer, however, is the slower photospeed compared to the

thermoplastic. Exposure time for this material is approximately 24 - 30 seconds using the

argon-ion laser; development time is instantaneous with the UV bath. Considering a system

employing the 3-SLM exposure method, a holographic frame with 51 image planes can

theoretically be recorded in approximately 40 seconds (16 seconds for the 13 move-settle

cycles plus 24 seconds for exposure). Du Pont researchers also project that the material

photospeed can be improved by a factor of six (Steven Macara, personal communications,

1990). Thus, it is possible that a holographic frame update of 20 seconds (16 seconds for the

13 move-settle cycles plus 4 seconds for exposure) can ultimately be achieved.

In summary, the recommended HGS design incorporates the following:

• Optical recording configuration : Phase conjugate system,

• SLM: Matrix-addressable unit at least 6.0 inches on each side with a contrast ratio
at least 30:1.

• Exposure method: Multiplane-by-multiplane employing a 3-SLM stack, and

• Recording Material: Du Pont photopolymer in a 2.0-inch format.

A 6.0 by 6.0 inch SLM is not currently commercially available. It is expected,

however, that such a device will be released in 1991.
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6. CONCLUSIONS AND RECOMMENDATIONS

NASA design goals for the HERSS 3-D display system, as presented in Sections 1

and 2, include:

1. Build a full-parallax, holographic volume with the dimensions of a 6.0-inch cube,

2. Display the image in near-real time update (30 seconds),

3. Provide a depth resolution of two to three millimeters,

4. Minimize computational complexity,

5. Maximize operator safety and comfort, and

6. Provide a capability for overlaying graphics onto the holographic image.

As part of the HERSS effort, full-parallax holograms were generated by multiply

exposing a thermoplastic recording material using a numerically-represented image data base.

This indicates the viability of the overall HERSS concept. A major accomplishment was also

achieved in the development of a flexibly-designed laboratory that allows evaluation of

alternative configurations.

With respect to the NASA design goals for a near-real-time 3-D teleoperations

display, the HGS subsystem has made significant progress. While the IAS and DIPS

subsystems are unable to meet NASA goals, an alternative technology is now available to

perform the IAS/DIPS functions. Specifically, a laser range scanner can be utilized to build the

numerical data base needed by HGS of the objects at the remote work site. The strengths and

shortcomings of each subsystem are summarized below followed by recommendations for

future directions.
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UsingtheHGS subsystem,it hasbeendemonstratedthatmultiple SLM imagescan
berecordedona singleholographicrecordingmedium.Thishasbeendemonstratedwith both

thermoplasticandphotopolymerrecordingmaterials. TheHERSSrecordingmethodsimply

superimposesmultiple 2-D imageson the recordingmaterial. Complicatedtechniquesfor

angularor spatialmultiplexingarenotrequired.Experimentswereperformedto characterize

how manyexposurescanbe recorded on the thermoplastic. When recording 2-D images in a

plane-by-plane fashion, it was found that the thermoplastic could store about 20 images. While

hologram were generated with up to 30 image planes, it was concluded that 20 images was a

reasonable limit for a relatively good image quality. Twenty images represents a depth

resolution of only 7.6 ram.

An innovative 3-SLM-stack recording technique was implemented to circumvent the

multiple exposure limitation of the thermoplastic. Another key advantage of this multiplane-by-

multiplane recording technique is that a 50% savings in time can be achieved compared to the

baseline plane-by-plane recording method. Using the 3-SLM stack, it was found that the

thermoplastic could hold about 39 images. For a 6.0-inch-deep (152.4 ram) holographic

volume, 39 image recordings are equivalent to an approximate 4 mm resolution. Due to this

depth resolution limit, as well as a limited 15 ° to 20 ° viewing-field, and an ultimate limit to a

4.5" by 4.5" by 6.0" holographic volume, research with alternative photopolymer recording

material was pursued.

Initial testing of a Du Pont photopolymer material (HRF-700 Series) has been

accomplished. The recording capabilities of this material are clearly superior to the

thermoplastic. PreLiminary experimentation indicated that information content can at least be

doubled. Indeed, a clear, low-noise hologram was generated following 40 exposures of a

single SLM. Future research is necessary to determine the multiple exposure capacity of this

material using the 3-SLM stacking technique. Corollary research is also desirable into the

refinement of the 3-SLM exposure technique as well as psychophysical research to measure

depth perception within the holographic volume. In particular, experimentation with various

pixel-opening paradigms should be pursued to determine how much the field-of-view of a

single pixel in the final holographic image should be increased. The resultant effect of the

alternative configurations on depth perception should simultaneously be pursued. Methods to
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reducethesettle-timefollowing a micropositioningtablemoveshouldalsobeinvestigatedto

reducetheoveralltimeto generatea singleholographicflame.

It isprojectedthatwithspecifictechnologydevelopments,theNASA designgoalsfor

HERSScanbemet. First, a largersizeSLM is neededto meet the 6.0-inch-cubicdisplay

volume. Developmentof a high contrastratio (100:1), 5.5-inchdiagonal,SharpSLM has

alreadybeenreported in the literature (Adachi, et al., 1990). A secondcritical area for

developmentis in the increaseof thephotospeedof thephotopolymermaterial. Researchersat
Du Pontpredict that the photospeedcan be improved by a factor of six (StevenMacara,

personalcommunications,1990).

With theseSLM andphotopolymertechnologyimprovements,it is predictedthata

revisedHERSSconfigurationcaneasilymeetGoal 1to build a6.0 inch displayvolume,Goal

2 to updatetheimagein lessthan30seconds,andGoal3to provideadepthresolutionof two

to threemillimeters.Goal4 canbemetwith useof thephaseconjugaterecordingconfiguration
whichrecordsandreconstructsimagesatthesamescaleastheoriginalobject. Concerningthe
fifth goal,thephotopolymercaneasilybesealedwith a mylar coveringto avoidthereleaseof

anynoxiouschemicals. Goal6 is an inherentHERSScapability becausethe sourceof the
hologramis anumericalrepresentationof theobjectsat theremotework. Graphicsymbology

caneasilybeincorporatedinto thenumericaldatabase.

NeithertheAT nor thenon-AT IAS configurationsdevelopedduring thiseffort can

meetNASA designgoals. Although the AT systemcanmeet the long-term0.1 mm depth

resolutiongoal,it cannotmeettherequirementto imagea6.0Anchcubicobjectspaceunlessa

complicated and time-consumingpatchworkingtechniqueis used. Sucha patchworking
technique for image acquisition is not feasible for a near-real-time display system.

Alternatively,althoughthenon-ATsystemcanmeetthesix-inchcubeimagingrequirement,it

cannotmeetthedepthresolutionrequirements.

In addition,theDIPSalgorithmswhichprocesstheraw imagedatabasescollectedby

the IAS will require substantialdevelopment. The z-contrastalgorithm exhibited the best

performance,but theoutputwasstill very noisyandunacceptablefor subsequent3-Ddisplay.
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Theperformanceof thez-contrastalgorithmcouldbeimproved,i.e., by creatingacooperative

object with textureor spraypaint patternsat the resolution limit of the imaging system.

However, substantialresearchefforts would still be required to determineif the ultimate

performanceof thesealgorithmswouldbesuitablefor NASA displayresolutiongoals.

In combination,theperformancelimitationsof theIAS andDIPS prototypesleadto

theconclusionthatthispassivemethodfor determiningthesurfacepointsof aremoteobjectis

not feasible for the NASA application. Alternatively, developmentsin laser scanning

technologyindicate thesedevicescanacquirean imagedatabasewith a depthresolution

significantly less than 1 mm over a six-inch cubic area. Laser scanningdevicesarenot

generally dependenton specific object characteristicsas are the DIPS image restoration
algorithms. Thus,themostpracticalrecommendationfor collectionof a numericaldatabase

for theteleoperationapplicationsis with theuseof a laserscanningdevice. To demonstratethe

easeof integratingalaserscannerdatabasewith theHERSSHGS subsystem,adatabasewas

acquiredfrom Servo-Robotof Canada.A holographicimageof the databasewasrecorded

usingthe3-SLMmultiplaneexposuretechnique.

Therefore,in orderto meetthesixNASA goals,it is recommendedthattheanyfuture

HERSSconfigurationbemodifiedtoinclude:

• Use of a laser range scanner to collect a 3-D image data base of the remote objects

in place of the originally proposed IAS/DIPS subsystems.

• Use of the phase conjugate recording configuration in the HGS.

• Use of a photopolymer as the holographic recording material.

• Use of a 3-SLM stacking technique to multiply expose the recording material.

• Acquisition of a 6.0 inch by 6.0 inch SLM with a high contrast ratio (preferably
100:1) when one becomes commercially available.

Additionally, it is important to experimentally access the ability of teleoperators to

optimally utilize holographic displays. It is apparent that the development of any holographic

system involves numerous tradeoffs; this experimentation would allow the determination of
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which featuresprovide thegreatestusability for teleoperators.Thetypesof experimentation

whichshouldbepursuedincludethefollowing:

• Determinetheoptimumpixel-openingparadigmfor the3-SLM stack.

• Developandexecutepsychophysicalexperimentsto determinedepthperception
within theholographicvolume.

• Evaluatethetradeoffsbetweenfeaturessuchasresolutionandimagebrightness.

• Develop a test condition simulating an actual teleoperationstask in order to
demonstrateenhancedperformancewith theuseof HERSS.

OurresearchconductedunderthisPhaseII effort indicatesthat holographicdisplay

systemshold greatpromisefor providing acceptable3-D display for NASA teleoperation

requirements.Alternative3-D technologies,suchasstereography,havenot yetbeenperfected

andareunableto meetall of thegoalsstatedabove. To date,holographicdisplaytechniques

havenot exhibitedcharacteristicsthat precludetheir usageby a significant portion of the

population.Forexample,stereographicdisplaysexcludeat least5 percentof thepopulation.

A limitation of the ultimate HERSS system,utilizing current and projected

technologies,is anupdaterateof between20and30seconds.However,it is believedthatthis

relatively slow update rate would still provide a viable 3-D display system for use in

teleoperations,particularlywhencomparedwith thetime requiredto performcurrentprecise

positioningof the remotemanipulatorarm. Utilizing the multiple views presentedon the
currentsetof 2-D televisiondisplaysfor thefinal precisepositioning(i.e.,within six inchesof

thetargetobject)canrequiretwo to 20minutes.Therefore,it is recommendedthat theabove
researchbepursuedin orderto transitionholographyfurtheralongthecontinuumof meeting

NASA teleoperationgoals.
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A. HERSS CENTRAL COMPUTER SYSTEM

This appendix provides a general description of components and functions of the

HERSS software and hardware system. More detailed information concerning the use and

operation of these components, including user interface documentation, is reported in

Janiszewski, Iavecchia, and Mathur (1990).

A.1 COMPUTER SYSTEM FUNCTIONS

Four primary computer control system functions were required for the HERSS

project including:

• Control the [AS image acquisition process and data file management,

• Control execution of the DIPS algorithms,

• Provide a graphics capability to assess DIPS algorithm performance, and

• Control the HGS holographic generation process.

Tables A-1 through A-4 list general steps involved in executing each of these primary

functions.
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Table A-1. Primary Steps for IAS Control

STEP ACTION
I.

.

3.

.

5.

6.

Accept input from the user including the name of the
image data base to be generated, the number of 2-D
video images to be collected, as well as the stepping
distance that the micropositioning table will move
between video frame grabs.

Establish files for the current IAS data base acquisition.

Move the micropositioning table to the first (next)
position.

Capture the video image (perform A/D video
conversion).

Store the image.

Return to Step 3 until the entire data base is collected.

Table A-2. Primary Steps for DIPS Execution

STEP

.

ACTION

Accept input from the user inclduing the name of thel
image data base to be processed and the specific DIPS I
algorithm to be applied to the raw data base (e.g.,
Frieden, Z-contrast, Hausler).

. Establish files for the current IDIPS processing task.

. Process raw video images using the algorithm specified
by the user.

. Store the shape and brightness output files.
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Table A-3. Primary Steps for DIPS Image Analysis

STEP ACTION

,

.

3.

Accept input from the user including the name of the
data base to be processed, the type of image to be viewed
(e.g., DIPS shape or brightness function output, raw IAS _

video slice, DIPS processed video images).

Load correct video into Facelt display buffer.

Call Face!t to display buffer.

Table A-4. Primary Steps for HGS Control

STEP ACTION
.° Accept input from the user including the number of 2-D

images to be recorded; the step distance to move the
micropositioning table between exposure intervals; and
the number of SLMs that should be used in the display
process (none, 1, or 3).

, Move the micropositioning table to the first (next)
position.

. Wait for the table to stop and settle.

, Send a processed image slice to the SLM(s) for cases
when a numerical data base is to be holographically
displayed.

. Trigger laser shutter to exposure the thermoplastic.

. Wait for shutter to close.

. Return to Step 2 until all the desired images are recorded.

NOTE: In the holographic recording process, the user must manually set the
laser shutter time as well as the thermoplastic controller system to erase and

develop the thermoplastic plates.

_--_r
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A.2 HARDWARE

A Macintosh IIx (Mac-IIx) was selected as the HERSS central computer control

system. The Mac-IIx utilizes a 68030 processor and a 68882 math co-processor, both running

at 16 MHz. The unit is equipped with advanced graphics and special purpose communication

boards. A complete list of components in the central computer system follows:

• Mac-IIx, 8 MEG RAM,

• 1.44 MB 3.5 inch floppy drive,

• 19" Multisync monitor,

• Truevision NuVista 32-bit color image capture and display board,

• Truevision VIDI/O RGB to composite video converter,

• 300 MEG SCSI hard drive,

• 60 MEG tape backup unit,

• National Insn'uments Parallel I/O card, and an

• Apple 8-bit color display card

Figure A-1 illustrates the HERSS hardware architecture. The Mac-IIx system is the main

controlling microcomputer.

The NuVista 32-bit color image capture board is used to acquire images from the

CIDTECH camera. This image capture operation is done within the main HERSS software at a

resolution of 512 x 486, with 256 gray level intensity variations. The 300 MEG hard drive is

used to save the large databases created by acquiring video images. The NuVista card also has

the capability of displaying 32-bit color graphics. This card is utilized for data analysis

functions and for displaying information on the three Sharp SLMs during hologram

generation.
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The National Instruments Parallel I/O card is used to handle various handshaking

operations that take place between the Mac-IIx hardware and the laser shutter as well as the

Compumotor drivers that control the position of the Daedal micropositioning tables. The

Compumotor controllers are monitored by the I/O card in order to determine when table

movement is complete. The laser shutter controller is also strobed and sensed by the I/O card

to determine when the exposure cycle is complete.

The Compumotor controllers are addressed by the Mac-IIx via the two RS-232C

serial ports. The HERSS software uses these serial ports to send commands to the controllers

to move the tables to various positions. As mentioned above, the I/O card is then used to

verify the table has settled before continuing with operations.

The additional Apple 8-bit color display card is used for two purposes. First, it acts

as a display card to address the nView SLM. Secondly, it is used as the main display card

when the Truevision NuVista card is being used to generate SLM images.

Backups of system software and image databases are accomplished using the 60

MEG tape backup unit. The backups are stored to insure no data loss if any problems are

experienced with the 300 MEG hard drive.

A.3 SOFTWARE

A number of software packages were also purchased for use in the development of

the HERSS system software including:

• Think C Version 4.0,

• Facelt User Interface software,

• Macintosh Programmers Workshop (MPW), and

• MPW C.

All the HERSS system controller software was written in C using Think C, except

for the NuVista image acquisition routines which were written in MPW C to keep compatibility

with existing NuVista acquisition libraries. The primary controller software uses Facelt to
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handletheimplementationof thehighleveluserinterface.Faceltis themain link betweenthe

userandthelower level IAS,HGS,DIPS,andanalysiscontrollers. Theinteractionsbetween

thevarioussoftwareelementsof theHERSSsoftwareareshownin FigureA-2.

TheIAS controlleris responsiblefor acquiringandsavinganimagedatabase.Lower

level routines are invoked to move the positioning table to user-defined locations during image

acquisition. Routines are also invoked to acquire and store image databases. The information

controlling the acquisition of a database is entered via Facelt user input routines. Following

data acquisition, the databases are then stored on disk under a user-provided name.

The routines that acquire the video camera images for the IAS controller are written in

MPW C and utilize lower level routines that were provided by True Vision. The images are

acquired and stored in an image array allocated by the higher IAS controller and are written to

disk by low level file I/O routines located in the HERSS system software. Figure A-2

illustrates the relationship between the low level file I/O and the higher level system functions.

The micropositioning tables are controlled by a module containing I/O routines

necessary to move either of the two positioning tables to any supported position. The tables

are controlled by sending serial commands from either of the RS-232 ports available on the

Mac-IIx. By sending command strings to the Compumotor table controllers, the tables will

move to the appropriate position. Feedback is provided from the Compumotor controller in the

form of digital signals to indicate when a table move has been completed.

An image database file stores the information needed to post-process a database

collected by the IAS. Upon acquisition, each image plane is saved in a unique depth plane fide

with a resolution of 512 x 486 by 8-bit intensity. The filenames for each image plane acquired

are determined by appending the user-defined name of the database with a period and the

particular plane number (e.g., DBNAME.1). The following information is also contained

within the database file :
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• Nameof thedatabase,

• Dateandtimeof databasecreation,

• Numberof imageplanespresentin database,

• Any shapeandbrightnessfunctionscreatedbyDIPS,

• Notesregardingthedatabase,and

• IAS/HGStablesteppositions.

TheDIPScontrolleris thesimplestcontrollerpresentin theHERSSsystemsoftware

sinceits primary functionis to call whateveralgorithmtheuserhasselectedto processaraw

videoimagedatabase.TheDIPSalgorithmsaccessthelow level file I/O functionsto perform

thenecessarydatabasefile manipulations.Oncethealgorithmprocessingis completed,results

arestoredin two tidesin thedatabase.Onefile containsthebrightnessfunctionin a512x 486

arraywith an8-bit intensity. Thesecondfile containstheshapefunction, in a 512x 486array

with a 16-bit integerdesignatingthe planeof bestfocus. Specifically, eacharrayelement
specifiesthe z depthlocationwhereasurfacepointis located.

The HGS controller usesthe information processedby the DIPS algorithms to

reconstructtheDIPS-processedimageholographically. Specificinstructionsregardingthe
generationof ahologramis enteredbytheuservia aFaceltdialogbox. Thisdialogboxallows

selectionof either the singlenView SLM or the threeSharpVisionSLMs, beginningand

endingdepthplanes,andother information relatedto thegenerationof thehologram. The
HGScontrollerusescustomSLM displayroutinesto presenttheappropriatedepthplaneson

the correctSLMs. The HGS positioning table is addressedin the sameway as in the IAS

systemusingthetable steppositionsstoredin thedatabase.TheHGS systemalso accesses

low levelshuttercontrolroutinesto triggerthelasershutterat exposuretime.

To addresstheSharpVisionSLMs,customroutinesweredevelopedso thatgivena

setof depth planes,the softwaredisplays the appropriateimageplaneson the appropriate
SLMs. Imagedatais transmittedfrom theNuVistavideoboardto theSharpVisionsystemvia

anRGB-to-composite-videoconverter. Thedatafor threeimageslicesweresimultaneously

transmitted- oneimagewastransmittedon theREDsignal,oneon theBLUE, andanotheron
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theGREEN. The SharpVisionsystemelectronicswereusedto transmittheappropriateimage
datato eachmonochromaticSLMin thestack.

On eachSLM, pixelswereclosedif no informationwaspresent.Pixelscontaining

imageinformationwereopenedto theappropriategreylevel; thecorrespondingpixels in the

otherSLMsweresetto full opento allow light to strikean image-containingpixel or to allow

theimageinformationto be transmittedthroughto thethermoplasticcamera.It wasnecessary

to invert the intensityof the imageononeSLM to accountfor variationsin thepolarization

coatingsamongtheSLM units. This adjustmentallowedthe light of the object beamto be
transmittedthroughtheentireSLM stack.Thehorizontalorderingof pixelswasalsoinverted

for oneSLM sothatthethreeimageplaneswererectified.

Theanalysiscontrol moduleis at ahigher level thentheothercontrollerspresentin

the system.This moduleis directly controlledby interactionof theFaceltsoftwarewith the
user. Specificinformation isretrievedfrom the user-specifieddatabasefiles. This controller

allowstheuserto view rawvideoimageplanes,theDIPSoutputof the shapeandbrightness

functions. It alsohastheability to reconsmactimageinformationby usingtheDIPSshapeand

brightnessfunctions.That is,theanalysismodulecanpresenttheimagepointscontainedin a
specificdepthplaneasspecifiedDIPSalgorithmresults.Additionally, theanalysiscontroller

canperformimageplanesubtractionoperationsfor usein thesimplecomparisonof images.
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1. INTRODUCTION

This document supplements a final report written as part of a research effort to

build a prototype Holographic Enhanced Remote Sensing System (HERSS). This effort

was sponsored by the National Aeronautics and Space Administration (NASA) under a

Phase II Small Business Innovation Reseach (SBIR) Program, contract NAS7-1036. The

system consisted of three primary subsystems: (1) an Image Acquistion System (IAS) to

acquire video image data of a remote object; (2) a Digital Image Processing System (DIPS)

to process the raw image data and build a numerical data base of the object; and (3) a

Holographic Generation System to generate a hologram of the source object (Iavecchia,

Gaynor, Huff, et al., 1990).

This document describes how to use the system software, hosted by a Macintosh-

IIx, to control these three HERSS subsystems as well as various supporting functions.

Section 2 presents instuctions for system set up and use and contains detailed

documentation for using the high-level software interface. The software-user interface was

built using a Macintosh-like menu structure. Five primary menu options, as described in

Section 2, include:

Project - Assists the user in data file creation and management. Project data
files contain user-specified commands and parameters that will subsequently

be accessed by the IAS, DIPS, and HGS subsystems.

IAS - Acquires a three dimensional image database according to parameter set
in the current project file in memory.

DIPS - Controls executions of image restoration algorithms to generate shape

and brightness functions uisng the raw video data collected by the IAS.

HGS - Generates a hologram using the shape and brightness functions
produced by DIPS.

Analysis - Assists the user in analyzing images collected by the IAS and/or

processed by the DIPS.

Appendix A contains HERSS sofware flow diagrams. These flow diagrams are

organized according to the user-interface design and illustrate branching to various

submenus following user main menu selections. Any box in a particular flow diagram that
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hasa shadedbox denotesthatfurther flow diagramdocumentationis availablewithin the

Appendix.Eventuallythesubmenusterminatewith thenamesof softwareroutines. The
codeassociatedwitheachsoftwareroutineis listedinAppendixB.

AppendixB containsa listing of thesoftwaresourcecodefor theentireHERSS

system.An index isprovidedat theendof AppendixB for theconvenienceof thereader

containingthe nameof a routine,themoduleassociatedwith theroutine, and the page
numberwherethe routine can be found within the appendix. Each routine is further

documentedin the sourcecodewith a statementof functions aswell asdata input and

output.
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2. HERSS USER'S GUIDE

This section describes how to use the HERSS central computer to acquire an image

data base with the Image Acquisition System (IAS), how to process the image data to

determine the shape and brightness of the object with the Digital Image Processing System

(DIPS), and how to display the object information holographically with the Holographic

Generation System (HGS). Instructions for configuring equipment components and software

parameter defaults are provided. The documentation is written assuming the reader is familiar

with Macintosh computer system operations.

2.1 ACCESSING THE HERSS SOFTWARE SYSTEM

To access the HERSS software controller on the Macintosh-IIx, perform the

following steps:

1. Locate the folder named HERSS.

2. Enter the Folder and execute the application program named HERSS.

Execution of the program will result in display of the main menu options illustrated in

Figure 1. Pull down menus associated with each of these options are shaded.

II File Edlt Window Project IAS DIPS HGS DIPS Analysis Options

::iiiiiiiiiiiiiiiiii_iii_ilil_i::_]New I AutoAcquisitionIIZ (S=3) I!lAu,* I! DualComparison I]LJ*s
i'i'i'i'!'!'i'i'i'i'i'i'ii'(i_'_i'i'_'_i'_'i'i(iii_'i_i'i'_ii'iTi_!'i'i':l°p."''" _1 z (s,5) H Gansrst. !1SubtractionGraph HTa,k,. Tsb,.
ii_ii!i!!!i!i!ii!!ii!ii!i!_!_.i.".'_Ii_liIii_ii!ICIoea I Hsusler I_1Ha abram I! Subtract on Sheet :::::::::::::::::::::::::::::::::::::::::::.:::::.:::::::

::::i::i::!!i!ii::::::::i[::iiiiiii!_iiii_i_::!::]say, . ,_!!_!i_i!i!ii_il _i_i!i_!!i_ii_i_i_Ii_Iii_i_i_ii_ii_!_i_!_!_
: : : : : : : : : : :::: ::":::::: ::: ::: : : ::::_":'_:::::: ::::: :::":_:::::::::: A =================================== : : :: : :: : :: : : : : :: : :" ::: ":': : : : : ::: _:: _:: ::: : ::': : : ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::Save s _ ......................... ::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::::

Figure 1. HERSS Main Menu and Associated Pull Down Menus
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The primary functions of each main menu option are:

PROJECT -- Establishes a project name for a particular data base that will be
tracked throughout the image acquisition, image processing, and holographic
display cycle. The user-generated project name will first be associated with the
raw image data base collected by the IAS. This name will then be associated
with the output files generated by the DIPS that define the object's shape and
brightness following processing of the raw image data. The HGS will access
the object shape and brightness functions while generating a hologram.

IAS -- Automatically controls the image acquisition process. Accepts data from the
user concerning the number of image slices to be collected in a six inch depth
and the step distance between image slices. Controls the frame grabbing
operation of the CIDTECH camera as well as the micropositioning table to
which the camera is mounted. Automatically invokes a table-move -

frame-grab cycle until an entire image data base is collected.

DIPS -- Accepts data from the user specifying what raw image data base is to be

processed (i.e., the PROJECT name) as well as the specific algorithm to be
utilized. There are four alternative restoration algorithms that can be selected --

Z-contrast (3 x 3), Z-contrast (5 x 5), Hausler, and Mini-Frieden.

HGS -- Accepts data from the user specifying what processed image data base is to
be holographically displayed, the total number of planes (or set of planes) to be
exposed, what SLM(s) is (are) to be used (nView or Sharp), as well as what
information within a data base will be displayed (ability to skip images or

compress several image planes onto one SLM).

DIPS ANALYSIS -- Provides the ability to visually or numerically compare the
differences between two image data files named by the user. The Dual

Comparison option presents a grey scale picture of pixel intensity values
associated with each file. The Subtraction Graph option subtracts the pixel

intensity values of one image file from the corresponding pixels in the other
image file and displays the results using a grey scale. The Subtraction Sheet
option performs the same operation as Subtraction Graph but presents a
spreadsheet of the difference numerically.

OPTION -- Allows the user to display the current CIDTECH camera image on the
display monitor (Live) option or to send commands to the micropositioning

tables (Talk to Table option).
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Useof eachof these functions will be elaborated in the following sections. The File, Edit,

andWindow main menu options are not needed to control the HERSS subsystems and will not

be discussed further. These options, associated with the Facelt software package, were used

to build the HERSS user interface. The interested reader is directed to the Facelt software

documentation.

2.2 IMAGE ACQUISITION SYSTEM

This section explains the necessary procedures for set up of the IAS equipment

components, set-up of the display monitor, specification of software parameters to control the

acquisition process, as well as the final software execution procedures. Each of these

procedures are discussed below.

2.2.1 Equipment Set Up Procedures

Figure 2 illustrates the Macintosh-IIx I/O configuration. Refer to this figure, as

necessary, when establishing cable hook-ups between the Macintosh and peripheral equipment.

IAS equipment set up procedures include:

Apple 8-bit
Graphics

"N

Keyb_°arnd/°_°u__ O [_,
Serial Port A S!SI 8"_tu_°/tr

(Hard Drive, etc)

NuVista

Graphics
Card National Instruments

J II0Card

L_ Ribb°n J
Cable to
I/O Block

32-Bit RGB

32-Bit RGB Input

Output

Figure 2. Macintosh-IIx System I/O Configuration

. Set up the IAS lens configuration (e.g., afocal-telecentric or non-afocal-
telecentric) including placement of the test object to be imaged.

k
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. As shown in Figure 3, connect the CIDTECH BNC video output connector to
the NuVista green BNC video input port installed in the Macintosh-IIx.

n.c. _1 red 32-Bit RGB
-7

_ CIDIECH video I BNC ._ green Input

CID-2710 out

Camera n.c. blue

Figure 3. Hardware Interface between the CIDTECH Camera and the
NuVista Board Installed on the Macintosh-IIx.

. As shown in Figure 4, connect the cables between the Compumotor driver and
the Macintosh RS-232 port A as well as the National Instrument I/O board port
which is installed in the Macintosh-IIx. Also connect cables between the

Compumotor and the motor of the Daedal micropositioning table as illustrated in

Figure 4.

Limit Switch

Cable

P_I
National I

;Instruments I

PO Card I

blu_wh

Encoder

AC Power

Figure 4.
Port

Hardware
A and the

Interface of the IAS Compumotor Driver
National Instruments Board Installed on

Macintosh-IIx.

to Serial
the

k
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2.2.2

4. Turn the power on to the CIDTECH camera and the IAS micropositioning table.

Display Monitor Set Up Procedures

The set up procedures for the display monitor are:

° Initiate execution of the NuVista SetUp program by double clicking on the file
named SetUp in the HERSS folder. The SetUp dialog box will be displayed

as illustrated in Figure 5.

Select Resolution:

512x384
512x486
512x576

640x480
640x480N

640x480P
648x486
640x576

720x486

Select Startup Scan Rate:

I NTsC I

-_ 512 ---I_

v2.0
7/17/1989

I Close }

[ Quit }

Select NuVlsta Card:

Z
_=

o

1

9 A B C D E

Comments:

MAIN NTSC

H Rate (KHz) 31.469 15.734
V Rate (Hz) 59.940 59.940

Aspect Ratio 1.26 1.26

Figure 5. NuVista SetUp Dialog Box

2. Use the Select Resolution scroll bar to choose 512x486. Position and

chck the mouse on this option.

3. Use the Select Startup Scan Rate pull down menu to select NTSC.

4. Select the Load option by clicking on the Load button.

5. Select the Quit option by clicking on the Quit button.
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.

,

From the Macintosh Finder, use the Special pull down menu to select
Restart.

In the Macintosh Finder, select Monitors. On the Control Panel dialog box
illustrated in Figure 6, under the heading "Characteristics of selected monitor",
select the Colors button and select Millions using the scroll bar.

l--=l'-'l:: Control Panel

@

Monitors i

AltWDEF

Boomerang

CloseUp ,_

Characteristics of selected monitor : 4.0

Black & White _,;© Grays:

16 tions...
256 .......

I Thousands

Drag monitors and menu bar to rearrange _hem.

3.3.1 I Identify I

Figure 6. Control Panel Dialog Box

On the Control Panel dialog box, under the heading "Drag monitors and menu
bar to rearrange them", note which monitor box has the top menu bar. This is
the designated startup monitor. If the menu bar is not on Box 1, click onto the
menu bar and drag it to Box 1. This will establish the NuVista as the startup
monitor. Also, depress the OPTION key on the keyboard. Verify that a face
appears on Box 1. If not on Box 1, click onto the face and drag it to Box 1.
This is necessary for correct initialization of the NuVista board.

Close the Control Panel dialog box.

From the Macintosh Finder, use the Special pull down menu to select
Restart.
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Number of steps 125

Starting step position ilO00

Step increment I1000

[ Cancel i _O"='_=K_

Figure 8. Autostep Dialog Box

, Enter the total number of steps (or image acquisition cycles). Enter the starting
position of the micropositioning table (usually equals 0, the home position).
Enter the step increment (a positive number to move forward from the starting
position and a negative number if moving backwards from the starting
position). One inch of travel is represented as 64000 steps. In the example
provided, 25 steps are selected; the starting position is 1000; the step distance
increment is 1000, or approximately 0.016 inch.

. After entering the parameters in the Autostep dialog box, select the OK option

by clicking on the OK button. The Autostep dialog box will disappear. The
New Project Dialog box will be displayed. The system will respond by
entering all the table position commands in the adjacent vertical window named
Editor. This window can be edited manually if desired.

. Use the Project pull down menu to select the Save as option. The standard
Macintosh dialog box window will be displayed. Enter the desired f'fle (Project)
name. Click the Save button. Transparent to the user, the HERSS system will
create three files:

(a) Projectname _ Key f'de that stores the name, date, time, and the number of
steps (or image slices to be collected) as defined by the user in the New
Project and Autostep dialog boxes.

(b) Projectname.step n Stores the step position commands to be sent to the
micropositioning table during the image acquisition process as defined by the
user within the Autostep dialog box.

(c) Projectname.note-- Stores any notes associated with this project as defined

by the user within the New Project dialog box.
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2.2.4 Software Execution Procedures

To invoke the image acquisition process immediately following the set up procedures

described above, only one step is required:

1. Use the IAS pull down menu to select Auto Acquisition.

The system will assume the acquisition parameters of the new project just created. The system

will send a command to the micropositioning table, via the Compumotor driver, to move to the

first step position and perform a frame grab. The move-grab-store cycle will automatically be

repeated until the entire data base is collected. Each video image is stored in a separate file

named projectname.slice (e.g., TESTCHART. 1). Projectname is the user-defined data base

name as specified in the New Project dialog box and slice is the image slice number, or depth

plane number, of the current frame grab.

The user also has the option to invoke data acquisition parameters associated with a

previously existing project. For this case, perform the following steps:

1. Perform the equipment set up procedures described in Section 2.2.1.

2. Perform the display monitor set up procedures described in Section 2.2.2.

3. Use the Project pull down menu to select Open. Use the standard Macintosh
interface procedures to open the desired file name.

4. Edit the parameters in the Project dialog box, renaming the project if desired to
avoid overwriting of an existing data base.

5. Use the Project pull down menu to select the Save (same file name) or Save
as (new file name desired) option.

6. Use the IAS pull down menu to select Auto Acquisition.

2.3 DIGITAL IMAGE PROCESSING SYSTEM

This section explains the necessary procedures for execution of the DIPS image

processing algorithms. No special equipment or display monitor set up procedures are

necessary.
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2.3.1 Software Execution Procedures

To invoke an image processing algorithm immediately following image acquisition,

only one step is necessary:

. Use the DIPS pull down menu to select one of the following algorithm options
-- Z (3 x 3), Z (5 x 5), Hausler, Mini-Frieden.

The first two options invoke the z-contrast algorithm with either a 3x3 or 5x5 kernel size. The

third option invokes the Hausler algorithm. The last option invokes the revised Frieden shape

algorithm that scans the brightness values along the z-axis and designates the surface point

location as the depth plane with the maximum brightness. Each of these algorithms are

described in the HERSS final report (Iavecchia, et al., 1990). Flow diagrams for these

algorithms and the software code are provided in Appendix A and B, respectively.

If the desired raw image data base f'de is not open, perform the following steps:

.

.

Use the Project pull down menu to select Open. Use the standard Macintosh
interface procedures to open the desired file name.

Use the DIPS pull down menu to select one of the following algorithm options
-- Z (3 x 3), Z (5 x 5), Hausler, Mini-Frieden.

Following selection of the desired image processing algorithm, the system will

invoke the named algorithm. Processing time, on the average, is approximately one minute per

image slice except for the Frieden algorithm which is approximately 10 seconds per image

slice. When the processing is complete, the system automatically generates two output files --

a shape function file and a brightness function file. The output file naming convention is

projectnamefunction.type. Projectname is the user-defined data base name as specified in the

New Project dialog box. Function is either "shape" or "bright". Type is the number 0, 1, 2,

or 3 corresponding to either the Z (3 x 3), Z (5 x 5), Hausler, or Frieden algorithms,

respectively. For example, the shape function output file following execution of the Z (3 x 3)

algorithm on a project data base named "TESTCHART" is named Testchart.shape.0.
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2.4 HOLOGRAPHIC GENERATION SYSTEM

This section explains the necessary procedures for set up of the HGS equipment

components, set up of the display monitor, specification of software parameters to control the

hologram generation process, as well as the final software execution procedures. Each of these

procedures are discussed below.

2.4.1 Equipment Set Up Procedures

HGS equipment set up procedures include:

° Set up the HGS optical configuration (e.g., phase conjugate recording system
using a 3-SLM stack). Inject air into the legs of the optical table to induce
vibration isolation.

. As shown in Figure 9, connect the cables between the Compumotor driver and
the Macintosh RS-232 port B as well as the National Instrument I/O board port
which is installed in the Macintosh-IIx. Also connect cables between the

Compumotor and the motor of the Daedal micropositioning table as illustrated in
Figure 9.

Figure 9.
Port

i _n_j
Nalmnal J

Instruments I

VO Card I

btue/whit

white Gompurnotor
Controller

Indexer

Motor sn_e_o

Encoder

F= _(j_ I black

..... I _= I wh,te ,...... ,

Hardware Interface of the HGS Compumotor Driver to Serial
B and the National Instruments Board Installed on the

Macintosh-IIx.
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, As shown in Figure 10, connect the Uniblitz shutter controller to the National
Instrument I/O board port which is installed in the Macintosh-IIx.

Pin 14

National

Instruments

I/O Card

Pin 24

Pin 50

J Shutter Controller

blue

I Control Shutter'BNC _ ACPower

Pulse Out

_.._ Shutter I

Figure 10. Hardware Interface of the Uniblitz Shutter Controller and
the National Instruments Board Installed on the Macintosh-IIx.

. As shown in Figure 11, connect the RGB output of the Macintosh-IIx to the
Truevision VIDI/O converter. Connect the VIDI/O composite video output to
the video input port of the Sharp Projection System. Connect the video output
port of the Sharp to an optional monitor, if desired to view the images being
transmitted to the SLMs. Attach a cable between the Macintosh II-x 8-bit color

output port and the input port of the MicroVitec monitor.

32--bitRGB
Output

Red
Gree,,
Blue _._J VIDI/O Box

Redinput
Green input Composite
Blue input Oul

I I Sharp Projection I

I Syst, m I I
,BNC RCA I . . Videoout I RCA I

Iv_°" <option_
| re_ qreen l_ue I I

/
L_sar_ I "-->

Light_ I --'_

SLM1 SLM2 SLM3

Composite I
Monitor I

(optional) I

I 8-bit Color Ioutput I
DB-15 DB-9

MicroVitec 19"
Monitor

Figure 11. Hardware Interface between the Macintosh-IIx, the VIDI/O

Converter, the Sharp Projection System, and the Display Monitors.

. When using the Sharp SLMs as the object source, adjust the color level and
brightness settings on the Sharp projection system to achieve the highest
contrast possible.
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2.4.2

. Turn on the .power to the Uniblitz shutter, Sharp Projection System, HGS
microposltaonlng table, laser, and associated monitors.

, Set the exposure time on the Uniblitz shutter. (The HERSS software only
controls the shutter open trigger.)

. Perform the necessary set up procedures associated with the selected
holographic recording medium. For example, when the thermoplastic camera is
used, refer to the Newport Holographic Camera operations guide to determine
the manual procedures associated with erasing the plate prior to exposure (or
developing the plate following exposure). If the Du Pont photopolymer is used
as the recording medium, turn the overhead lights off and mount the film plate.
Similarly, set the laser power levels and K ratio to appropriate levels for the
selected recording medium.

Display Monitor Set Up Procedures

The set up procedures for the display monitor are:

. Initiate execution of the NuVista SetUp program by double clicking on the file
named SetUp in the HERSS folder. The SetUp dialog box will be displayed
as illustrated in Figure 5.

2. Use the Select Resolution scroll bar to choose 512x486. Position and

click the mouse on this option.

3. Use the Select Startup Scan Rate pull down menu to select NTSC.

4. Select the Load option by clicking on the Load button.

5. Select the Quit option by clicking on the Quit button.

6. From the Macintosh Finder, use the Special pull down menu to select
Restart.

, In the Macintosh Finder, from the It Apple menu, select Control Panel.
Then select Monitors. On the Monitors dialog box illustrated in Figure 6,
under the heading "Characteristics of selected monitor", select the Colors
button and select Millions using the scroll bar.

. On the Control Panel dialog box, under the heading "Drag monitors and menu
bar to rearrange them", note which monitor box has the top menu bar. If the
menu bar is not on Box 2, click onto the menu bar and drag it to Box 2. Also,
depress the OPTION key on the keyboard. Verify that a face appears on Box 2.
If not on Box 2, click onto the face and drag it to Box 2.

9. Close the Control Panel dialog box.
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10. From the Macintosh Finder, use the Special.pull down menu to select
Restart.

2.4.3 Software Set Up Procedures

Before actual a hologram can be generated, certain parameters must be specified.

Procedures for specifying these parameters are:

. Use the Project pull down menu to select Open. Use the standard Macintosh
interface procedures to open the desired restored data base.

. Edit the step positions in the vertical window named Editor as necessary,
referring to section 2.2.4 as necessary.

. If step positions were edited in step 2, use the Project pull down menu to
select the Save option. The new step positions will then be saved to the project
file.

2.4.4 Software Execution Procedures

To invoke the holographic generation process immediately following the set up

procedures described above, only one step is required:

I. Use the HGS pull down menu to select the Auto Generate Hologram
option. The HGS dialog box will be displayed as illustrated in Figure 12.

. Beginning slice is set to the number of the first slice in the data base that
should be displayed by the HGS system.

3. Ending slice is set to the last slice to be displayed by the system.

. Slice increment affects the number of slices within the data base that will

actually be displayed by the HGS subsystem. If all image planes within the
database are to be displayed, then set slice increment to 1. To skip every
other image plane, set slice increment to 2. Ignore this setting if using the 3-
SLM stacking technique.

. Number of slices to sum affects how the image data is compressed prior to
being sent to the SLM. If the data base has 100 image planes and if it is desired
that all 100 planes be compressed onto 10 planes, then set number of slices
to sum to 10.

. Use Database informs the system if the user wants to display a restored
image file onto the SLM. The default setting is on, indicated by an x within
the check box. If the user want to generate a hologram using a real object
instead of using the SLM, then click onto the check box to disable the setting.
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Beoinnlng Slice 10 ]

EndI°0s,,ce [,49 ]
Slice Increment I ! ]
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0 Z-Cor|l r_ t

0 I|IIUlI(_I'

(_} Projection
0 Frelden
0 Servo Robot

[] Use Multlple SLMs

SLM2Sllce0ffset [0 ]

SLM3 Slice Offset [O 1

SLM Set Slice

Increment JO J

Slices Per Set Step _0 J

[] Use N-View SLM

.

.

.

Figure 12. Auto Generate Hologram Dialog Box

10.

If displaying a restored image file, select the radio button associated with the
image restoration algorithm output f'tle to be used by the HGS subsystem.

Use Multiple SLMs informs the system if the 3-SLM stacking technique will
be used during hologram generation. The default setting is off, indicated by a
blank check box. If the user wants to use the 3-SLM technique, then click onto

the check box to enable the setting.

SLM 2 and SLM 3 slice offset settings are used only when using the 3-
SLM stack technique. The offset refers to the number of slices to skip in the
image data base. If the user wants to skip over two images in the data base,
then SLM 2 slice offset should contain 3 and SLM 3 slice offset should
contain 6.

SLM Set Slice Increment refers to the total number of image planes that are
contained within the 3-SLM stack. For example, for the case when there are
three images contained on each SLM, and no image slices axe skipped, then set
SLM Set Slice Increment to 9.
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11. UseN.View SLM informs thesystemif theuserwantsto display imageson
theN-View insteadof theSharpSLM. Thedefaultsettingis off indicatedby a
blank checkbox. If the userwant to generatea hologramusingthe N-View
SLM, thenclick ontothecheckboxto enablethesetting.

12. To initiate theholographicgenerationprocess,click Begin.

2.5 ANALYSIS

This section explains the necessary procedures for set up of the display monitor as

well as execution procedures. Each of these procedures are discussed below.

2.5.1

2.5.2

Display Monitor Set Up Procedures

Only one display monitor set up step is necessary:

. In the Macintosh Finder, from the It Apple menu, select Control Panel.
Then select Monitors. On the Monitors dialog box illustrated in Figure 6,
under the heading "Characteristics of selected monitor", select the Colors
button and select 256 using the scroll bar.

Execution Procedures

Execution procedures for the analysis module include:

1. From the DIPS analysis menu, select one of the following three options:

* Dual Comparison - Displays two user selectable images.

• Subtraction Graph - Subtracts two user selected images.

• Subtraction Sheet - Subtracts two images and places result in
spreadsheet form.

A dialog box, as illustrated in Figure 13, will be displayed.

. For the left and right images, select the appropriate file by selecting Choose
Project. The default is the currently opened project.

. If the image the user selects is either a brightness function, a shape
function, or a processed slice, the image restoration algorithm file output

to be used should also be selected. This is accomplished by clicking on the
appropriate radio button corresponding to each algorithm.
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2.6.1 Execution Procedures

Execution procedures for the analysis module include:

1. From the Options menu, select one of the following two options:

Live - Set the NuVista graphics board to a live screen mode, displaying
the input to the board from the CIDTECH camera in realtime. This option is
helpful when setting up the IAS subsystem.

Talk to table - This option allows control of the IAS or HGS
micropositioning tables via the dialog box illustrated in figure 14. The
appropriate table to be controlled can be selected by clicking on the
corresponding radio button. The go home button sends the current table to
home position. The absolute button is used to move the table to a
particular table location which can be set by editing the absolute table
position box. The table can be moved in steps relative to its current
position by using the relative button. The step distance to be moved from
the current position should be set by editing the relative step increment
box. The done button is used once all table movement is complete.

-I-I_ tabledialo_l ,.,._,......

Absolute table position 10 ] [Absolute }

Relative step increment I0 ] [Relative}

(_ Table I (Go Home}
0 Table 2

Figure 14. Talk to Table Dialog Box

2-18
PRECEDING PPlGE BLA;:K NOT FILMED



A. SOFTWARE FLOW DIAGRAMS

The HERSS user-software interface was built using the Macintosh menu bar and

pull-down menu structure. The first top level drawing in this section corresponds to the

Macintosh menu bar. Subsequent diagrams decompose into the related pull-down menus.

These pull-down menu options are further decomposed to illustrate the connection between the

user-interface and low-level software routines. Software flow diagrams are additionally

provided for complicated software routines. Low-level software routines are listed in

Appendix B.
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Project.New

New
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close_key_file(&key)

Close a key file

new_key_file(&key)

Open a new key file

Menu
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Project.Open
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close_key_file(&key)

open key_file(&key)Open a key file
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Close a key file
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Project.Close

I Close

No
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Project.Save

Save

Project
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s ave_key_file (& key)

Save a key file
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Project.Saveas

SaveAs !

save as_key_file(&key)
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IAS Menu
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routine.ias

ias(key) I

I

Allocate Memory for offscreen I
video buffer I

t__.
go_home(TABLE_l )

Move table 1 to home position

open_key (key)

Open Key File

move_table_abs (TABLE_l, step_pos)

Move table 1 to first step position

I setup_nuvistaO

Setup Nuvista Board

Yes

J capture(image)
I Capture frame

move_table_abs (TABLE_l, next step_pos)

Send command to move table 1 to next step

position

save_32bit_im age(plane filename,image)

Save image to plane file

I increment plane Icounter

No

restore_nuvistaO

Restore NuVista Board
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DIPS

_r

Z-Cont rast (3x3)_

DIPS Menu

I
(Z-Contrast(5xS)_ (

1
MInI-Frleden

)(Hausler(&key)_
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dips.zcontrast(3x3)

I Z-Contrast

Project No

Open? Menu

Does project
Contain database?

zc(&key,3)

Run Z-Contrast algorithm
on database.

alg_alert()

Alert user that

they have

already run
Z-Contrast on

this database
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dips.zcontrast(Sx5)

I Z-Contrast i

Project No

Open? Menu

Yes

Does project
Contain database?

zc(&key,5) I
Run Z-Contrast algorithm

on database.

alg_alert()

Alert user that

they have

already run
Z-Contrast on

this database
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dips.mini

I mini

Project

Open?

No
Menu

Yes

Does project
Contain database?

Yes

alg_alert()

Alert user that

they have

already run
mini-freiden on

this database

mini(&key)

Run mini freiden

algorithm on database.
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I zc (key,kern) [

routine.zc

Allocate memory for image,

cont_max, h, and f arrays

slice number = 0

Initialize i_max and i_min (minimum
and maximum intensities for 3x3 or

5x5 convolution.

Find i max and i min for a 3x3 or 5x5

pixel area starting at [(x-1 ), (y-1)]

Is i_max or

i_min non-zero?
Assign contrast value for (x,y) =

(i_max - i_min)/(i_max + i_min)

I Assign contrast value for (x,y) = 0

_Yes

Assign contrast value for (x,y)

for this slice to cont_max (x,y).

h (x,y) = image (x,y) (image

intensity at (x,y) for this slice)

No

I Incrementy I

No
Isy=

Y_SIZE

Yes

A-16

save_8bit_image (h, brightness filename)

save_16bit_image (f, shape filename)

Save shape and brightness arrays

Return [



routine.hausler

[ Hausler(&key) ]

Allocate memory for shape, brightness,

extremum, and image arrays.

Load images from planes 0 & 1.

_v

Initialize k = 1 (current slice)

_V

Load k+l slice into image array "'-_,

Compare intensity values of current plane with

adjacent planes to determine if current plane
contains an extreme.

Extreme array 'b' is updated and contains a 1 in

each (x,y) location that contains an extreme.

A 3x3 convolution is then performed on 'b' to determine if

all values in that particular 3x3 array contain extremes-

If so, the center of the 3x3 array is used for the shape

and brightness function.

I Increment k

Yes

,,J
"1 Save shape & brightness arrays
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routine.mini

I mini (key) I

Allocate memory for image,

cont_max, h, and f arrays

I slice number =0

I load current image Iplane into memory

Scan each (x,y) pixel in current image

plane to check if it's intensity is larger then

previous intensity values for that pixel
location.

Assign shape function for each (x,y)

location to the plane that has the greatest
intensity for each (x,y) pixel location.

Assign brightness function for each (x,y)
location to the maximum intensity value

for that pixel.

Save shape and brightness functions

Return
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HGS

HGS Menu

Autogenerate Hologram )
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hgs.auto

I Autogenerate Hologram

No

Autogenerate a hologram using
key database.

Menu
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analysis.dualcomp

I Dual Comparasion [

No

setup_dual(&key, &aux_keyl, &aux_key2)

Sets up and displays dual comparision dialog
box

set up_empty_dual(& aux_key 1, &aux_key2)

Sets up and displays dual comparision

dialog boxwith no default key files

Menu

PRECEDING pp.'::,'_ ,_..,,,,."....... ,,_" i'_Oi FILMED
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analysJs.subsheet

Subtraction Sheet

Set subtract_mode to
subtraction sheet mode

Project No

Open?

Yes

setup subgraph(&key, &aux_keyl, &aux key2)

Sets up and displays subtraction dialog box

using key as a default key file.

--I setup_empty_subgraphl(&aux key1, &aux key2)

Sets up and displays subtraction dialog box
with no default key files-I

v I Menu

F!LI_,_ED
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routine.setup_dual

setup_dual (key, key1, key2)

copy_key (key1, key)

copy_key(key2,key)

Copy contents of key file into key1

and key 2 (default for analysis
selection dialog boxes)

do_key_dialog (key1, 2, g.name)

do_key_dialog(key2, 16, temp_param)

Sets up dual comparasion

dialog box.

Call Facett to display dual

comparision modeless

dialog box.
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routine.setup_subgraph

setup_subgraph (key, key1, key2)

copy_key (key1, key)
copy_key(key2,key)

Copy contents of key file into key1

and key 2 (default for analysis

selection diaJog boxes)

do_keydialog (key1, 2, g.name)

do_key_ dialog(key2, 16, temp._param)

Sets up subtraction

dialog box.

Call Facelt to display

subtraction modeless

dialog box.

Return ]
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routine.setup_empty_subgraph

setup_empty_subgraph (key1, key2)

Fill key1 and key 2 with
empty key records

do_key_dialog (key1, 2, g.name)
do_key_dialog (key2, 16, temp_param)

Sets up the subtraction dialog boxes

I Call Facelt to display Isubtraction dialog box.

l Return ]
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modless

update_key_dialog (&key) 1
Key dialog box requires

processing

II I

Modeless Dialog Box Processing

update_table_dlog 0

Table control dialog box

requires processing
)

_r

iu at -su r ph ,key,1Subtraction graph/sheet

dialog box requires

processing

ID update dual (&key) ]

ual comparision dialog box|

requires processing ._
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routine.update_table_dlog

Go Horn,

go_home (current_table

Sent current table to
home _osition

update_table_dlog()

+
Get information from dialog box I

+
Buttons Hit

Absolute

I move_table_abs

(current_table, abs_step)

Move table to absolute

position

t

Toggle current table

Tabl= Relative

I
D°ne4p

I Close box
dialog

_r
move table_tel

(currenttable, rel_step)

Move table to relative

step position
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routine.update_subgraph

Subtraction graph or
sheet?

OK

Sheet

Graph

process_dual_subgraph( key1, key2)

Takes information in dual comparision
dialog box and loads Facelt window with

graphic result of subtraction and a
histogram of resultant image.

process_dual_subsheet( key1, key2)

Takes information in dual comparision
dialog box and loads Facelt window with

graphic result of subtraction and a
histogram of resultant image.

update_subgraph (key1, key2)l

I Get information from dialog box 1

Buttons Hit
Cancel

Project (left) Project (right)

open_key_file (key1)

Allows user to pick a new
key file for left screen.

p

Close Dialog
Box

open_key_file (key2)

Allows user to pick a new
key file for right screen,

do_key_dialog (key1, 2, g.name)
do_key dialog(key2, 16, temp_param)

Updates contents of subtraction
dialog box.

Call Facelt to update
display of subtraction
modeless dialog box.

,.=1 Menu
,,v I I TM
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routine.update_dual

process_dual_dialog( key1, key2)

Takes information in dual comparision dialog

box and loads appropriate images into the

Facelt graphics window.

I update_dual (key1, key2)

Get information from dialog box I

Buttons Hit

Project (left)

open_key, file (key1)

Allows user to pick a new

key file for left screen.

Project (right)

open_key_file (key2)

Allows user to pick a new

key file for right screen.

Cancel

do_key_dialog (key1, 2, g.name)

do_key_dialog(key2, 16, temp_param)

Updates contents of dual comparision

dialog box.

Call Facelt to update

display of dual

comparision modeless

dialog box.

Close Dialog
Box

Menu



Appendix B:

Software Source Code



alg_dlalog.c

/*

*/
alg dialog contains misc. dialog utiltiies used for the DIPS processing.

#include "herrs.h"

#include "FaceLCH.h"

alg alert lets the user know that they are about to re-run an algorithm on a

database that already had that algorithm run on it.

Input :

Function

Outpu
*/

alg alert()

User input if a algorithm should be re-run on a database

1 if algorithm should be re-run, 0 otherwise.

{

g.dialog[0] = 0;

g.dialog[l] = 0;

g.dialog[2] = 0;

FaceIt(0,0pnDlg,1010,0,0,0);

if (g.dialog[0] =- I)

{

FaceIt (0, EndDlg, 0, 0, 0, 0);

return(0);

}
if (g.dialog[l] =- i)

{

FaceIt (0, EndDlg, 0, 0, 0, 0);

return(l);

}
}
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analysls.c

#include "herrs.h"

#include "FaceLCH.h"

extern int subtract mode;

/*

and

histogram takes an image which is of size X SIZE * Y SIZE * sizeof (char)

creates a histogram in the second quadrant of the FaceIt graphics window.

Input : image - pointer to image array of size

X_SIZE*Y_SIZE*sizeof(char)

Output : Histogram of image on 2nd quadrant of FaceIt graphics window.
*/

histogram (image)

unsigned char *image;

{
long *count;

long i;

int j;

if ((count = (long *)calloc((X LSIZE*Y LSIZE), (long)sizeof(long)) ) == NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

for (i=0; i < (X_LSIZE*Y LSIZE); i++)

count[ (int)image[i] ]++;

PenNormal() ;

for (j=0; j < 256; j++)

{
MoveTo j+530, 486);

LineTo j+530, 486 - (int)(count[j]/512));

}
free (count ;

FaceIt(0,RetCtl,0,0,0,0);

}

/*

setup_empty_dual sets up a dual comparision dialog box for two empty key

files.

Input :

Output :

structures

keyl, key2 - pointers to key_file structures

FaceIt dialog box containing information from key_file

*/

setup_empty_dual (keyl, key2)

key_file *keyl, *key2;
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char temp_param[40];

keyl->filename[0] = 0;

key2->filename[0] = 0;

g.dialog[0] = 0;

g.dialog[l] = 0;

g.dialog[2] = 0;

do_key_dialog( keyl, 2, g.name);

do_key_dialog( key2, 16, temp_param);

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1006,0,0,0);

FaceIt(0,ShoDg4,0,0,0,0);

}

/*

setup_dual sets up a dual comparision dialog box using key as a template for

both key files.

Input

Input :

Output :

structures

*/

key pointer to key file structure to use as template

keyl, key2 - pointers to key_file structures

FaceIt dialog box containing information from key_file

setup_dual (key, keyl, key2)

key_file *key, *keyl, *key2;

{
char temp_param[40] ;

copy_key ( keyl, key);

copy key ( key2, key);

g.dialog[0] = 0;

g.dialog[l] - 0;

g.dialog[2] = 0;

do_key dialog( key, 2, g.name);

do_key dialog( key, 16, temp_param);

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1006,0,0,0);

FaceIt(0,ShoDg4,0,0,0,0) ;

}

/*

update dual is called to process any events inside of a dual comparision

dialog

box.

Input :

Input :

Output :

Output :

keyl, key2 - pointers to key_file structures

User response to dialog box options - Done, Open Project, etc.

updated dual comparaision dialog box

FaceIt graphics window w/ selected images

*/
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update dual (keyl, key2)

key_file *keyl, *key2;

{

int dialog_item, proc_slicel, raw slicel, proc slice2, raw_slice2, s[21],

temp_param[40];

dialog_item = g.dialog[99];

FaceIt (0, GetDlg, 1006, 0, 0, 0) ;

switch (dialog_item)

{

case 1 : process dual dialog(keyl, key2);

break;

case 2 :

case 3 :

case 17 :

FaceIt (0, HidDg4, 0,0,0,0);

break;

open_key_file (keyl);

do_key_dialog( keyl, 2, g.name);

do_key_dialog( key2, 16, temp_param

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1006,0,0,0);

break;

open_key_file (key2);

do_key_dialog( keyl, 2, g.name) ;

do key_dialog( key2, 16, temp_param

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1006,0,0,0 ;

break;

and

process dual dialog takes the information in a dual comparision dialog box

displays the given frames in the FaceIt graphics window.

Input :

Output :

keyl, key2 - pointers to key file structures

FaceIt graphics window filled with the two selected image arrays

./

process_dual_dialog (keyl, key2)

key file *keyl, *key2;

{

char s[21], *image_addrl, *image_addr2;

int proc slicel, raw_slicel, proc_slice2, raw_slice2;

if ((image_addrl - (char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(char)) ) ==

NULL

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

if ((image_addr2 - (char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(char)) ) =_
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NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
sscanf (g.name, "%5d%5d%20s", &proc_slicel, &raw slicel, s) ;

sscanf (&g.name[30], "%5d%5d%20s",&proc_slice2, &raw slice2, s);

get_comp_image (keyl, image_addrl, 2, proc_slicel, raw_slicel);

get_comp_image (key2, image_addr2, 16, proc_slice2, raw_slice2);

view_2frame (image_addrl, image addr2) ;

free (image_addrl);

free (image_addr2);

}

/*

setup empty_subgraph sets up a subtraction dialog box when there is no key

file

in memory.

Input :

Output :

structures

*/

keyl, key2 pointers to key_file structures

FaceIt dialog box containing information from key_file

setup_empty_subgraph (keyl, key2)

key_file *keyl, *key2;

{
char temp_param[40];

keyl->filename[0] = 0;

key2->filename[0] - 0;

g.dialog[0] - 0;

g.dialog[l] _ 0;

g.dialog[2] _ 0;

do_key_dialog( keyl, 2, g.name);

do_key_dialog( key2, 16, temp_param) ;

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1011,0,0,0);

FaceIt(0,ShoDgS,0,0,0,0);

}

setup subgraph sets up a subtraction dialog box using key as a template for

both

key files.

Input :

Input :

Output :

structures

*/

key - pointer to key file structure to use as template

keyl, key2 - pointers to key_file structures

FaceIt dialog box containing information from key_file

setup_subgraph (key, keyl, key2)
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key_file *key, *keyl, *key2;

{
char temp_param[40] ;

copy_key ( keyl, key);

copy_key ( key2, key);

g.dialog[0] = 0;

g.dialog[l] = 0;

g.dialog[2] = 0;

do_key_dialog( key, 2, g.name);

do_key_dialog( key, 16, temp_param);

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1011,0,0,0) ;

FaceIt(0,ShoDg5,0,0,0,0) ;

}
/*

update_subgraphl is called to process any events inside of a subtraction

dialog

box.

*/

update_subgraph (keyl, key2)

key file *keyl, *key2;

{
int dialog_item, proc_slicel, raw_slicel, proc_slice2, raw_slice2, s[21],

temp_param[40];

dialog_item - g.dialog[99];

FaceIt (0, GetDlg, 1011, 0, 0, 0);

switch (dialog_item)

{
case 1 : if (subtract mode)

process_subsheet(keyl, key2) ;

else

process_subgraph(keyl, key2);

break;

case 2 :

case 3 :

case 17 :

FaceIt (0, HidDg5, 0,0,0,0);

break;

open_key_file (keyl);

do_key_dialog( keyl, 2, g.name);

do_key_dialog( key2, 16, temp_param);

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1011,0,0,0) ;

break;

open_key_file (key2);

do_key dialog( keyl, 2, g.name);

do_key_dialog( key2, 16, temp_param);

strcat (g.name, temp_param);

FaceIt(0,SetDlg,1011,0,0,0);

break;
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/*

process_subgraph takes the information in a subtraction dialog box and loads

the

subtraction result into the FaceIt graphics window along with a histogram of

the

result.

*/

Input :

Input :

Output :

Output :

keyl, key2 - pointers to key_file structures

User response to dialog box options - Done, Open Project, etc.

updated subtraction dialog box

FaceIt graphics window w/ resultant image & histogram

_rocess_subgraph (keyl, key2)

key_file *keyl, *key2;

{
char s[21];

unsigned char *image_addrl, *image_addr2;

int proc_slicel, raw_slicel, proc_slice2, raw_slice2;

int i;

if ((image_addrl = (unsigned char *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(char))) == NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

if ((image addr2 - (unsigned char *)calIoc((X_LSIZE*Y LSIZE),

(long)sizeof(char)) ) == NULL)

{
printf("knUnable to allocate memory for offscreen bufferkn");

exit(-l);

}
sscanf (g.name, "%5d%5d%20s", &proc slicel, &raw slicel, s);

sscanf (&g.name[30], "%5d%Sd%20s",&proc_slice2, &raw_slice2, s) ;

get_comp image (keyl, image_addrl, 2, proc_slicel, raw_slicel);

get comp_image (key2, image_addr2, 16, proc_slice2, raw_slice2);

subtract ns image (image_addrl, image_addr2);

the

view_frame (image_addrl);

histogram (image addrl);

free (image_addrl);

free (image_addr2);

}

process_subsheet takes the information in a subtraction dialog box and loads

subtraction result into the FaceIt spreadsheet.

Input :

Input :

Output :

Output :

keyl, key2 - pointers to key_file structures

User response to dialog box options - Done, Open Project, etc.

updated subtraction dialog box

FaceIt spreadsheet window filled w/ subtraction resultants.
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./

process_subsheet (keyl, key2)

key_file *keyl, *key2;

{
char s[21], *image_addrl, *image_addr2;

int proc_slicel, raw_slicel, proc_slice2, raw_slice2, first image,

second_image;

int i, *result;

if ((image_addrl - (unsigned char *]calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(char))) :- NULL)

{
printf("\nUnable to allocate memory for offscreen bufferkn"

exit(-l);

}
if ((image_addr2 = (unsigned char *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(char)) ) :: NULL)

{
printf("knUnable to allocate memory for offscreen buffer\n"

exit(-l);

}
if ((result : (int *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(int

{
printf("\nUnable to allocate memory for offscreen bufferkn"

exit(-l);

}
sscanf (g.name, "%5d%5d%20s", &proc_slicel, &raw_slicel, s);

sscanf (&g.name[30], "%5d%Sd%20s",&proc_slice2, &raw_slice2, s);

)) :: NULL)

first_image : get_comp_image (keyl, image_addrl, 2, proc_slicel,

raw slicel);

second_image - get_comp_image (key2, image_addr2, 16, proc_slice2,

raw slice2);

/*

if (first_image && second_image)

subtract 16 image (result, image_addrl, image_addr2) ;

else

if (first_image)

subtract 16 8 (result, image_addrl, image_addr2];
else

if (second_image)

subtract 8 16 (result, image_addrl, image_addr2);

else

subtract_8 (result, image addrl, image_addr2);

g.arrayptr[0] - result;

FaceIt(l,SetShl, Y SIZE, X SIZE, 0, 2);

free (image_addrl);

free (image_addr2);

}

subtract ns image subtracts two unsigned X_SIZE*Y_SIZE character arrays and

scales the result to a unsigned charater format which is then placed in

image addrl. Note that 0 is offset to equal 128 because of the 8 bit
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character

limitation. (0 : -127, 128 - 0, 255-128)

.!

Input

Output :

image_addrl, image_addr2 - pointers to image arrays of

size X SIZE*Y SIZE*sizeof(char)

image_addrl filled with non-signed result of subtraction

subtract ns image (image addrl, image_addr2)

unsigned char *image_addrl, *image_addr2;

{

long i;

int result;

for (i:0; i < (X LSIZE*Y LSIZE) ; i++)

{

result : image_addrl[i] - image_addr2[i] ;

image_addrl[i] = (unsigned char)((result/2) + 128);

}

}

/*

subtract 8 subtracts two X SIZE*Y SIZE character arrays and places the

result

in result, which is a signed integer

./

Input :

Input :

Output :

image_addrl, image addr2 pointers to image arrays of

size X SIZE*Y SIZE*sizeof(char)

result empty image array of size X_SIZE*Y SIZE*sizeof(int) to

hold result

result filled with signed result of subtraction

subtract 8 (result, image_addrl, image_addr2)

char *image addrl, *image_addr2;

int *result;

{

long i;

for (i-0; i < (X LSIZE*Y LSIZE); i++)

result[i] = (int)image_addrl[i] - (int)image_addr2[i] ;

}

/*

subtract 16 image subtracts two X_SIZE*Y_SIZE integer arrays and places the

result in result, which is a signed integer

./

Input :

Input :

Output :

image_addrl, image_addr2 - pointers to image arrays of

size X SIZE*Y SIZE*sizeof(intl

result - empty image array of size X_SIZE*Y_SIZE*sizeof(int) to

hold result

result filled with signed result of subtraction

subtract 16 image (result, image_addrl, image_addr2)
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int *image_addrl, *image addr2;

int *result;

{
long i;

for (i=0; i < (X_LSIZE*Y_LSIZE); i++)

result[i] = image_addrl[i] - image_addr2[i];

}

/*

subtract 16 8 subtracts an X SIZE*Y SIZE character array from a

X SIZE*Y SIZE

integer array and places the result into the result signed integer array.

Input : image_addrl - pointers to image arrays of size

X_SIZE*Y_SIZE*sizeof(int)

image_addr2 pointers to image arrays of size

X_SIZE*Y_SIZE*sizeof(char)

Input : result - empty image array of size X_SIZE*Y_SIZE*sizeof(int)
hold result

Output : result filled with signed result of subtraction
*/

subtract 16 8 (result, image addrl, image addr2)

int *image_addrl;

char *image_addr2;

int *result;

{
long i ;

for (is0; i < (X LSIZE*Y LSIZE); i++)

result[i] = image_addrl[i] - (int)image_addr2[i] ;

}

/*

subtract 8 16 subtracts an X SIZE*Y SIZE integer array from a X_SIZE*Y_SIZE

character array and places the result into the result signed integer array.

Input : image_addrl - pointers to image arrays of size

X_SIZE*Y_SIZE*sizeof(char)

image addr2 - pointers to image arrays of size

X_SIZE*Y_SlZE*sizeof(int)

Input : result - empty image array of size X_SIZE*Y SIZE*sizeof(int) to

hold

result.

Output : result filled with signed result of subtraction.

*/

subtract_8 16 (result, image addrl, image_addr2}

char *image_addrl;

int *image addr2;

int *result;

{
long i ;
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for (i-0; i < (x LSIZE*Y LSIZE); i++)

result[i] = (int)image addrl[i] - image addr2[i];

}

/*

get_comp image uses either a subtraction dialog box or a dual comparasion

dialog

box to load an image into dest addr.

*/

Input :

Input :

Input :

Input

Input :

Output :

key - pointer to key file structure

dest addr pointer to destination image array

base - dialog base for dialog box

proc slice - processed slice number from dialog box

raw_slice raw slice number from dialog box

dest_addr filled with appropriate image

get Comp_image(key, dest_addr, base, proc slice, raw_slice)

key_file *key;

char *dest addr;

int base;

int proc_slice, raw_slice;

{

int alg=0, *shape_addr, *bright_addr, return_value = O;

long addr;

char s[21], fn[64] ;

float factor;

if ((g.dialog[base+6]--l) I I (g.dialog[base+7]=_l) I I (g.dialog[base+8]=-l))

{

while ((g.dialog[base+l+alg] I= i) && (alg < NUM_ALG) )

alg++;

if (alg >t NUM ALG)

return(0);

if (g.dialog[base+6])

{

sprintf(fn, "%s.bright.%d", key->filename, alg) ;

load_Sbit image( dest_addr, fn);

}

else

if (g.dialog[base+7])

if (subtract mode)

{
return value = i;

free(dest_addr);

sprintf(fn, "%s.shape.%d", key->filename, alg) ;

if ((dest addr - (int *)calloc((X_LSIZE*Y LSIZE),

(long)sizeof(int))) == NULL)

{
printf("\nUnable to allocate memory for offscreen

buffer\n");

exit(-l);

}

load_16bit_image (dest_addr, fn);

}
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buffer\n");

buffer\n");

buffer\n");

proc_slice);

else

{
sprintf(fn, "%s.shape.%d", key->filename, alg);

if ((shape_addr = (int *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(int)) ) == NULL)

{
printf("\nUnable to allocate memory for offscreen

exit(-l);

}
load_16bit image (shape_addr, fn) ;

factor s (float)key->num_slices / (float)256;

for (addr = 0; addr < (X_LSIZE*Y_LSIZE) ; addr++)

dest addr[addr] = (char)(((int)((float)shape_addr[addr]/

factor)) & 0xff);

free (shape_addr);

}
else

if (g.dialog[base+8])

{

if (shape_addr - (int *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(int))) =s NULL)

{
printf("knUnable to allocate memory for offscreen

if

exit(-l);

}
(bright addr = (char *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(char))) == NULL)

{
printf("knUnable to allocate memory for offscreen

exit(-i ;

}
sprintf(fn, "%s.shape.%d", key->filename, alg);

load 16bit Image (shape_addr, fn);

sprintf(fn, "%s.bright.%d °', key->filename, alg);

load_8bit image (bright addr, fn) ;

get_proc_slice (shape_addr, bright_addr, dest_addr,

free (shape_addr);

free (bright_addr);

}
}

if (g.dialog[base+9]=-l)

{
sprintf(fn, "%s.%d", key->filename, raw_slice);

load 8bit_image( dest_addr, fn);

}
return (return value);

}

/*

do_key_dialog initializes an analysis dialog box

Input :

Input :

key - pointer to key file structure

base dialog base item number
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Input

Output :

param - pointer to hold inputs from dialog box

analysis dialog box filled with key file structure information

*/

do_key_dialog( key, base, param)

key_file *key;

int base;

char *param;

{
g.dialog[30] = -3;

g.dialog[31] : -3;

g.dialog[base] = O;

g.dialog[base+5] - -2;

if (check alg ( key, base+l))

{
g.dialog[base+6] = I;

g.dialog[base+7] = O;

g.dialog[base+8] - O;

g.dialog[base+9] I O;

}
else

{
g.dialog[base+6] = -i;

g.dialog[base+7] = -i;

g.dialog[base+8] = -i;

g.dialog[base+9] = I;

}
g.dialog[base+lO] = O;

g.dialog[base+ll] = O;

g.dialog[base+12] = O;

g.dialog[base+13] = O;

sprintf (param, "%-Sd%-5d%-20s", O, O, key->filename);

}

/*

do blank dialog initializes a blank analysis dialog box

Input

Input :

Output :

information

*/

base - dialog base item number

param - pointer to hold inputs from dialog box

analysis dialog box filled with blank key file structure

do_blank_key_dialog( base, param)

char *param;

int base;

{
g.dialog[base] - O;

g.dialog[base+5] = -2;

g.dialog[base+l] = -i;

g.dialog[base+2] s -i;

g.dialog[base+3] = -i;

g.dialog[base+4] = -I;

g.dialog[base+6] - -i;

g.dialog[base+7] = -i;
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g.dialog[base+8] = -I;

g.dialog[base+9] = -I;

g.dialog[base+lO] = O;

g.dialog[base+ll] = O;

g.dialog[base+12] = O;

g.dialog[base+13] = O;

sprintf (param, "%-Sd%-5d%-20s", O, O,

}
");

/*

copy_key copies a src key structure into dest_key structure.

Input :

Output :

dest_key, src_key - pointers to key file structures

dest key contains src key

*/

copy_key (dest_key, src key)

key file *src_key, *dest key;

{
dest_key->xsize - src_key->xsize;

dest_key->ysize - src_key->ysize;

dest_key->pix_depth = src_key->pix_depth;

strcpy (dest_key->date, src key->date);

strcpy (dest_key->time, src_key->time);

strcpy (dest_key->title, src_key->titlel ;

strcpy (dest_key->filename, src_key->filename);

dest_key->num_slices = src key->num slices;

dest_key->num_steps = src_key->num_steps;

dest_key->modified = src key->modified;

dest_key->vol_num - src_key->vol hum;

}
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/*

capture.c

contains :

init nuvista()

setup_nuvista()

capture()

restore nuvista()

compiled using MPW 3.0 C Compiler and linked in with Think C HERSS Modules

./

#include "NuVistaTools.h"

#include <Resources.h>

#include <Types.h>

#include <Quickdraw.h>

#include <Windows.h>

#include <stdio.h>

#define X SIZE 512

#define Y SIZE 486

#define NPRM RES ID 264

#define SLOT I0

NvParamBlkHdl nu vista statehdl;

GDHandle hNVGDev;

int srcRowBytes;

NVParamBlkHdl paramBlkHdl;

RTblEntryHdl rtblSdll, rtblHdl2;

/*

init nuvista()

Initializes NuVista Card

./

init nuvista()

{

int res_refnum;

if (ICheckSlotNuVista(SLOT))

{

printf("\nNot a valid slot\n");

exit(-l);

}

SetSlotNuVista(SLOT) ;

if( (hNVGDeV = GetNVGDev(SLOT)) == (GDHandle)NULL)

{

printf("knError getting Nuvista Graphics Device Handle\n");

exit(-l);
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UseResFile ((res refnum = OpenResFile("\pNuVistaParameters.rsrc

if ((nu_vista_statehdl = GetResource ( 'NPRM' , NPRM_RES_ID) I ="

(NVParamBlkHdl)0)

{
printf("\nCould not load resource\n");

exit(-l_;

}

LoadResource( nu vista statehdl);

HNoPurge ( nu_vista_statehdl);

}

")));

/*

setup nuvista()

Sets NuVista card up for frame capture (512x486)

*/

setup_nuvista()

{
int linesPerRow;

RTblEntry startValue;

unsigned short rowStart,rowcnt;

LUTValueHdl lutBufHdl;

LUTValue startColor, endColor;

HideCursor();

paramBlkHdl = (NVParamBlkRdl)NewHandle( sizeof(NVParamBlk) ) ;

SaveNuVistaState( *paramBlkHdl );

lutBufHdl = NewLUTBuffer(256);

startColor.argb.alpha = startColor.argb.red = startColor.argb.green =

startcolor.argb.blue - 0;

endColor.argb.alpha = endColor.argb.red = endColor.argb.green =

endColor.argb.blue z 0xff;

SpreadLUTBuffer( lutBufHdl, 0, 255, startColor, endColor );

DumpLUTBuffer( 7, 0, lutBufHdl, 256 ) ;

DisposeLUTBuffer( lutBufHdl );

FieldWait( 3 );

LoadNuVistaState( *nu_vista statehdl );

rtblHdll z NewRTblBuffer( 800 );

LoadRTblBuffer( 8, rtblHdll, 800 );

if( X SIZE > 512 )

{
linesPerRow _ i;

srcRowBytes - 4096L;

}
else

{
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linesPerRow _ 2;

srcRowBytes - 2048L;

}
rtblHdl2 - NewRTblBuffer( 800 );

startValue.rtbl.row = I024-16-(Y SIZE/linesPerRow) ;

startValue.rtbl.dsply * I;

startValue.rtbl.cap = I;

startValue.rtbl.lut _ 0;

startValue.rtbl.tap = 0;

rowStart - 0;

rowCnt - Y SIZE;

SetRTblBuffer( rtblHdl2, rowStart, rowCnt, startValue, linesPerRow );

DumpRTblBuffer( 8, rtblHdl2, 800 );

DisposeRTblBuffer( rtblHdl2 );

FieldWait( i0 );

}

/*

capture (destAddr)

Captures 1 32-bit color frame using NuVista card and current resolution

(512x486)

Stores result at destAddr

./

capture(destAddr)

long *destAddr;

./

{

long *srcAddr;

unsigned short imrSwixel;

FieldWait( i0 ); /* Needed to allow frame grabber to settle before capture

GrabFrame();

imrswixel - GetIMRVramSwixel();

SetIMRVramSwixel( SWIXEL32 );

srcAddr - (long *) (0xFADFD000);

CopyRect((long)srcAddr,(long)destAddr,(long)srcRowBy tes,(l°ng)srcR°wBytes'

(long) (Y_SIZE), (long)X_SIZE);

/*

SetIMRVramSwixel( imrSwixel );

}

restore nuvista()

Takes NuVista card out of frame capture mode and sets NuVista card up for
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normal

use

*/

restore nuvista( )

{
LoadNuVistaState( *paramBlkHdl );

DumpRTblBuffer( 8, rtblHdll, 800 );

DisposeRTblBuffer( rtblHdl2 );

if( paramBlkHdl ) DisposHandle( paramBlkHdl );

InvalCLUTs( hNVGDev );

InvalGDev( hNVGDev );

ShowCursor();

}
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/*

*/

convert.c

Contains misc. utility routines used to convert Freiden ASCII

output files into standard HERSS file formats.

#include "herrs.h"

#include 'FaceLCH.h"

#define FREID X 32

#define FREID Y 32

convert freidbase(key)

key_file *key;

{
char *dest addr;

char fn[64];

int slice, frame hum;

FILE *in_file;

if ((dest_addr - (char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(char))) ==

NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

for (slice - i; slice <=32; slice++)

{
printf("\n\nSlice #%d\n", slice);

sprintf(fn, "The_Heap:HERSS:16bit IMAGE3D Data:IMAGE3D.%03d", slice);

load freid (fn, dest addr);

sprintf(fn, "%s.%d", key->filename, slice-l);

save_Sbit_image (dest_addr,fn);

key->num_slices = 32;

key->modified = i;

}

load_freid (fn, dest_addr)

char *fn, *dest addr;

{
FILE *in file;

int x, y,i;

iX ( (in file = fopen (fn, "r")) -= NULL)

{
printf("knCan't find it..\n") ;

exit(1);

}
for ( y = 0; y < FREID_X; y++)

for ( x = 0; x < FREID_X; x++)
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{

fscanf (in_file, "%d,", &i) ;

if (i < O)

i == O;

dest_addr [ (long;x + (long;y * X LSIZE] =
}

fclose (in file);
}

charJ (i/60);
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/*

*/

file .C

Contains routines relating to file IO.

#include "herrs.h"

#include "FacehCH.h"

/*

new_key_file()

Fills up a key structure with default values and opens all windows up on

screen.

*/

Input

Output :

new key - pointer to key structure

new key - pointer to key structure w/ new default valuesx

void new_key_file( new_key )

key file *newkey;

{
time t timer;

timer = time((time t *)NULL);

strcpy(new_key->filename, "Untitled");

new key->xsize = X_SIZE;

new_key->ysize = Y SIZE;

new_key->pix_depth = DEF PIX_DEPTH;

strftime (new key->date, 9L, "%m/%d/%y\0", localtime(&timer) );

strftime (new key->time, 9L, "%H:%M:%S:0", localtime(&timer) );

strcpy( new_key->title, "Untitled");

new key->num slices = 0;

new_key->num_steps = 0;

new key->modified = I;

new_key->step_pos = (long *)NULL;

key_dialog(new_key);

keynotes (new_key);

key_step (newkey);

}

/*

open_key (key)

This routine is the low level key file open routine which merely sets the

default

volume to the volume specified in key->vol_num, and reads in the key file

named

by key->filename. This routine then reads in all the information into the

key

structure.
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Input :

Output :

file

Function

Output :

*/

key - pointer to key structure

key - pointer to key structure filled with values from a key

Returns 1 if successful, 0 if unsuccessful.

open_key (key)

key_file *key;

{

FILE *key_in_file;

OSErr result;

result - SetVol (NULL, key->vol_num] ;

if ((key in file - fopen (key->filename, "rb") ) == NULL)

{

printf("\nKey file not found.kn" ;

return (0];

}

/* reads in key file header */

fread (key, KEY FILE_HEADER, I, key_ _

key->modified - 0;

fclose(key in file);

return (i);

}

n file);

/*

open_key file(key)

This routine calls the toolbox routine gets a filename of the key file to

open.

open_key file then calls open_key to auctually open the file.

Input : key

Output : key

file

Function

Output :

*/

pointer to key structure

pointer to key structure filled with values from a key

Returns 1 if successful, 0 if unsuccessful.

int open_key_file(key)

key_file *key;

{

Point loc;

SFReply reply;

long key_types;

int status-0;

key_types - KEY_FILE TYPE;

loc.v - 20;

loc.h = 20;
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SFGetFile (loc, "\pEnter name of project file", NULL, i, &key_types, NULL,

&reply);

if (reply.good)

{
PtoCstr (reply.fName);

strcpy (key->filename, reply.fName);

key->vol_num - reply.vRefNum;

status - open key(key);

}
return (status);

}

open_key dlog (key)

key_file *key;

{
if (open_key_file(key))

{
key_dialog(key);

key_notes(key);

key_step(key);

return (i);

}
return(0);

}
/*

last

save

close_key_file (key)

This routine checks to see if a project file have been modified since

saving. If this is the case, it uses FaceIt to see if the user wants to

changes.

Input :

Output :

key - pointer to key structure
Returns 1 if close was successful, 0 if unsuccessful.

*/

int close_key_file (key)

key_file *key;

g.dialog[0] = 0;

g.dialog[l] - 0;

g.dialog(2] - 0;

g.dialog[3] - 0;

if (key->modified)

{
sprintf (g.MAC, "%-64s", key->filename);

FaceIt(0,OpnDlg,1001,0,0,0);

if (g.dialog[0] -- I)

{
Facelt (0, EndDlg, 0, 0, 0, 0);

save_key_file(key);

hide all_key();
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return(l);

}
if (g.dialog[2] == i)

{
FaceIt (0, EndDlg, 0, 0, 0, 0);

return(0);

}
}

FaceIt (0, EndDlg, 0, 0, 0, 0);

hide_all_key();

return(1);

}

/*

save_key(key)

This is the lower level routine which sets the default volume to

whatever

is in key->vol_num, and saves the key structure. It also saves the step

and notes files.

Input :

Output :

key - pointer to key structure

File containing the key structure

*/

void save_key (key)

key_file *key;

{
OSErr result;

char fn[64];

strcpy (fn, key->filename);

CtoPstr (fn);

result = SetVol (NULL, key->vol_num] ;

result = Create (fn, key->vol_num, CREATE_FILE_TYPE, KEY_FILE_TYPE);

save notes(key);

save_step(key);

save_key_struct(key);

}

/*

save_key_struct saves the auctal key_file data structure to a given file.

The file should already have been created by higher level Apple toolbox

routines. (Creat)

*/

Input :

Output :

key - pointer to key structure

File containing the key structure

save_key_struct (key)

key_file *key;

{
FILE *key_out_file;
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key_out_file = fopen(key->filename, "rb+") ;

fwrite (key, KEY_FILE HEADER, i, key_out_file];

key->modified - 0;

fclose (key out file) ;

}

/*

save notes saves the contents of the notes editor window (#i). Uses FaceIt

calls

and uses the key->filename + '.note as the filename.

*/

Input :

Output :

key - pointer to key structure

File containing the notes for the key file

save_notes(key)

key_file *key;

{
OSErr result;

FILE *note file;

sprintf(g.name, "%s.note", key->filename] ;

if ((note_file = fopen (g.name, "r") ) == NULL)

result - Create (g.name, key->vol_num, CREATE_FILE_TYPE,

TEXT FILE TYPE);

else

fclose (note_file);

Facelt (0, ShoEdl, SelAII, SavFil, RetCtl, 0);

FaceIt (0, ShoEdl, DesAll, RetCtl, 0, 0);

}
/*

calls

and uses the key->filename +

save_step saves the contents of the steps editor window (#2). Uses FaceIt

.key' as the filename.

./

Input :

Output :

key - pointer to key structure

File containing the step positions for the key file

save_step(key)

key_file *key;

{
OSErr result;

FILE *step_file;

sprintf(g.name, "%s.step", key->filename);

if ((step_file - fopen (g.name, "r") ) =- NULL)

result = Create (g.name, key->vol_num, CREATE_FILE_TYPE,

TEXT FILE TYPE);

else

fclose (step_file);

FaceIt (0, ShoEd2, SelAII, SavFil, RetCtl, 0);

FaceIt (0, ShoEd2, DesAll, RetCtl, 0, 0);

}

save_key file(key)
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This is the routine which is called to save a key file. It will call

saveas_key_file if the filename is still Untitled (i.e.- it is probably

a new file and should be named). It also checks to see if the project

has been modified since it's last save, and if it has it will not save

it again.

./

Input :

Output :

key pointer to key structure

File containing the key structure

save_key_file (key)

key_file *key;

{
if (Ikey->modified)

return;

if (Zstrcmp(key->filename, "Untitled"))

saveas_key_file(key);

else

save_key (key);

update_key_dialog(key ;

}

/*

saveas_key_file(key)

This routine uses a toolbox call to get a filename to use to save a key

file.

It then stuffs th s name in key->filename and calls the routine

savekey(key).

./

Input :

Output :

key - pointer to key structure

New filename to save key file under

File containing the key structure

saveas_key_file (key)

key_file *key;

{
Point IOC;

SFReply reply;

char fn[64];

strcpy (fn, key->filename);

CtoPstr (fn);

loc.v - I0;

loc.h = 10;

SFPutFile (loc, "\pEnter name of project file", fn, NULL, &reply);

if (reply.good)

{
key->num_slices = 0;

PtoCstr (reply.fName);

strcpy (key->filename, reply.fName);

key->vol_num = reply.vRefNum;
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save_key (key) ;

}

update key_dialog(key) ;

}

/*

key_notes loads in the note file into editor #I. If there is no file present

for notes (i.e. - a new project) this routine will open a empty notes window

./

Input : key - pointer to key structure

File containing the notes for the key file

key_notes (key)

key_file *key;

{
OSErr result;

FILE *note file;

/*

for

sprintf( g.name, "%s.note", key->filename);

if ((note_file = fopen (g.name, "r") ) == NULL)

{

FaceIt (0,ShoEdl, SelAll, RetCtl,0, 0);

FaceIt (0,ShoEdl, ClrSel, RetCtl,0, 0);

}
else

{
fclose (note file);

sprintf (g.name,"%s.note", key->filename);

FaceIt (0,ShoEdl, SelAII, RetCtl,0, 0];

FaceIt (0,ShoEdl, ClrSel, RetCtl,0, 0);

FaceIt (0,ShoEdl, OpnFil, RetCtl,0,0);

}

key_step loads in the step file into editor #2. If there is no file present

the steps (i.e. - a new project) this routine will open a empty step window.

./

Input : key - pointer to key structure

File containing the step positions for the key file

key_step (key)

key_file *key;

{
OSErr result;

FILE *step_file;

sprintf( g.name, "%s.step", key->filename);

if ((step_file - fopen (g.name, "r") ) =- NULL)

{
FaceIt (0,ShoEd2, SelAll, RetCtl,0, 0) ;

Facelt (0,ShoEd2, ClrSel, RetCtl,0, 0);

}
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else

{

fclose (step file);

sprintf (g.name,"%s.step", key->filename);

FaceIt (0,ShoEd2, SelAII, RetCtl,0, 01;

FaceIt (0,ShoEd2, ClrSel, RetCtl,0, 0);

FaceIt (0,ShoEd2, OpnFil, RetCtl,O,O);
}

}

/*

loadsteps allocates enough memory to load in the step positions from the

key->filename + '.step' file. This routine should be used before going into

ias, but should not be called until the current step editor window has been
saved.

Input

Output :
contains

-/

load_steps(key}

key pointer to key structure

File containing the step positions for the key file

key->step_pos - Returns pointer to block of memory which

the step positions stored as long integers.

key_file *key;

{

FILE *step_file;

char fn[64];

int j;

OSErr result;

long i;

key->num_steps = 0;

result - SetVol (NULL, key->vol_num);

sprintf (fn, "%s.step", key->filename);

while ( (steP_file i fopen ( fn, "r") ) =- NULL}

{

printf("\n Can't find %s \n", fn);

exit(-l);

}

while ( (fscanf(step_file, "%id", &i) I- EOF))

key->num_steps++;

if ((key->step_pos = (long *) (malloc (sizeof(long) * key->num_steps))) =g
NULL)

{

printf("kn Not enough memory\n");

exit(-l);

}

fseek (step_file, 0L, SEEK_SET);

for (i-0; i < key->num_steps; i++)

fscanf(step_file, "%id", &key->step_pos[i] );

fclose (step_file);

}
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/*

of

out

save_image is used to store a offscreen bitmap, src addr should be an array

X SIZE * Y SIZE * sizeof (long). This routine will take this array, strip

the 3rd byte (the green channel), and stuff this in a new array of

X SIZE * Y SIZE * sizeof(char). Once the entire image has been copied to the

new array, this new array is saved to disk under filename.

Input : src_addr pointer to image array of size

X SIZE*Y SIZE*sizeof(long)

filename - filename of file to contain the image

Output : image saved in filename.

*/

save_image (src_addr, filename)

long *src_addr;

char *filename;

{
char *dest addr;

long addr;

FILE *pic_file;

if ((dest_addr - (char *)calIoc((X_LSIZE*Y_LSlZE), (long)sizeof(char))) ==

NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

for (addr = 0; addr < (X_LSIZE*Y_LSIZE) ; addr++)

dest addr[addr] * (char) (((src_addr[addr] & 0xff00L) >> 8) );

/*

pic_file - fopen (filename, "wb");

fwrite (dest_addr, (X_LSIZE*Y_LSIZE), i, pic_file) ;

fclose (pic_file);

free (dest_addr);

}

save_Sbit_image saves a image array of size X_SIZE * Y_SIZE * sizeof(char)

to a

8 bit image file.

Input : src_addr pointer to image array of size

X SIZE*Y SIZE*sizeof(char)

filename filename of file to contain the image

Output : image saved in filename.

*/

save_Sbit_image (src_addr, filename)

char *src addr;

char *filename;
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{
char *dest addr;

long addr;

FILE *pic_file;

pic_file = fopen (filename, 'wb");

fwrite (src_addr, (X_LSIZE*Y_LSIZE), i, pic_file) ;

fclose (pic_file);

}

/*

save_8bit_image saves a image array of size X SIZE * Y SIZE * sizeof(int) to

16 bit image file.

Input : src_addr - pointer to image array of size

X_SIZE*Y_SIZE*sizeof(char)

filename - filename of file to contain the image

Output : image saved in filename.
*/

save_16bit image (src_addr, filename)

int *src_addr;

char *filename;

(

long addr;

FILE *pic_file;

pic_file = fopen (filename, "wb");

fwrite (src_addr, (X LSIZE*Y_LSIZE)*2, I, pic_file);

fclose (pic_file);

}

/*

load_8bit_image loads an image of size X_SIZE * Y_SIZE * sizeof(char) into

dest_addr, which should be an array of size X_SIZE * Y SIZE *sizeof(char).

Input : src_addr pointer to hold image array of size

X SIZE*Y SIZE*sizeof(char)

filename - filename of file that contains the image

Output : src_addr pointer to block of memory filled with image array.
*/

load_Sbit_image (dest_addr, filename)

char *dest addr;

char *filename;

{
FILE *pic_file ;

/*

pic_file = fopen (filename, "rb");

fread (dest_addr, (X_LSIZE*Y_LSIZE), I, pic_file);

fclose (pic_file);

}

load Bbit_image loads an image of size X_SIZE * Y_SIZE * sizeof(char) into
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./

dest addr, which should be an array of size X SIZE * Y_SIZE * sizeof(long) •

Input

Output :

src addr - pointer to hold image array of size

X SIZE*Y SIZE*sizeof(long)

filename filename of file that contains the image

src_addr - pointer to block of memory filled with image array.

load_32bit_image (src_addr, filename)

long *src_addr;

char *filename;

{
char *dest addr;

long addr;

FILE *pic_file;

if ((dest_addr = (char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(char)) ) ==

NULL)

{
printf("\nUnable to allocate memory for offscreen bufferkn");

exit(-l);

}
pic_file = fopen (filename, "rb");

fread (dest_addr, (X_LSIZE*Y_LSIZE), i, pic_file] ;

fclose (pic_file);

for (addr = 0; addr < (X_LSIZE*Y_LSIZE); addr++)

src_addr[addr] =

(long)(

(((long)dest_addr[addr]) & 0xffL) );

free (dest_addr);

}

/*

load bw image loads a array of X_SIZE * Y_SIZE * sizeof char) into memory

and

converts that array to a X_SIZE * Y SIZE * sizeof(long) array suitable for

displaying by the nuvista graphics board. It makes the image a black and

white

image by stuffing one data item from the char array into the 2nd, 3rd & 4th

bytes of the long array. (the R, G, and B channels).

*/

Input :

Output :

src_addr - pointer to hold image array of size

X SIZE*Y SIZE*sizeof(char)

filename - filename of file that contains the image

src_addr - pointer to block of memory filled with image array.

load bw image (src_addr, filename)

long *src_addr;

char *filename;

{
char *dest addr;

long addr;

FILE *pic_file;
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if ((dest_addr = (char *)calloc((X_LSIZE*Y_LSIZE) , (long)sizeof(char)) ) ="

NULL)

{
printf("\nUnable to allocate memory for offscreen bulletin");

exit(-l);

}
pic file = fopen (filename, "rb");

fread (dest_addr, (X_LSIZE*Y LSIZE), i, pic_file);

fclose (pic_file);

for (addr - 0; addr < (X_LSIZE*Y_LSIZE) ; addr++)

src addr[addr] =

(long)(

(((long)dest_addr[addr] << 16) & 0xff0000L) I

(((long)dest_addr[addr] << 8) & 0xff00L) I

(((long)dest_addr[addr]) & 0xffL) ) ;

free (dest_addr);

}

/*

load 16bit_image loads an array of size X SIZE * Y SIZE * sizeof(int) into

an array of size X_SIZE * Y_SIZE * sizeof(int).

Input : src_addr - pointer to hold image array of size

X SIZE*Y SIZE*sizeof(int)

filename - filename of file that contains the image

Output : src_addr - pointer to block of memory filled with image array.

*/

load_16bit_image (dest_addr, filename)

long *dest_addr;

char *filename;

{
FILE *pic_file ;

pic_file = fopen (filename, "rb");

fread (dest_addr, (X_LSIZE*Y_LSIZE)*2L, i, pic_file);

fclose (pic_file);

}

/*

cancel

Function

Output :

*/

cancel ()

{
KeyMap keys;

i if COMMAND-. is being held down, 0 otherwise.

GetKeys (&keys);

return ( (int)((keys.Key[l] & 0x00808000L) == 0x00808000L) );

}

/*

Checks to see if a file exists
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Function

Output :

*/

exist (fn)

char *fn;

i if file exists, 0 otherwise

{
FILE *check file;

if ((check file = fopen (fn, "rb") ) == NULL)

return (0) ;

fclose(check_file);

return(l);

}

/*

check_alg is used to check the current directory for any shape functions

that

were created by the various algorithms. If a particular shape function is

found belonging to an algorithm, the corresponding dialog item is enabled.

Input :

particular

Output :

key - key file structure

base_dialog - base dialog item number to use to enable

algorithms

contents of dialog box are updated

*/

check_alg (key, base_dialog)

key_file *key;

int base_dialog;

{
int i;

char fn[64];

FILE *check_file;

int alg_found - 0;

SetVol (NULL, key->vol_num);

for (i-0; i<NUM ALG; i++)

{
sprintf(fn, "%s.shape.%d", key->filename, i);

if ((check_file - fopen (fn, "rb")) -- NULL)

g.dialog[i+base dialog] = -l;

else

{
if (alg_found)

g.dialog[i+base dialog] = 0;

else

{
alg_found - i;

g.dialog[i+base_dialog] - I;

}

fclose(check_file);

}
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return(alg found);

}
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/*

graphics.c

Contains :

*/

view frame

#include "herrs.h"

#include "FaceLCH.h"

/*

view frame()

Displays a stored 8-bit picture stored in a block of memory called picture.

Use defined X SIZE and Y SIZE to size picture

*/

view frame(picture)

unsigned char *picture;

{
long x,y;

PixMapHandle map hand;

PixMapPtr map_ptr,frame_ptr;

Ptr frame addr;

int frame width;

FaceIt(0,NewPix,0,0,0,0); /* Start creating a new PixMap so FaceIt will

creat an offscreen buffer */

/* FaceIt(0,ShoFul,ShoSel,RetCtl,0,0) ; Display Graphics Window */

map_hand - g.Coffscrnptr->portPixMap;

frame_ptr = *map_hand;

frame addr - frame_ptr->baseAddr;

frame_width = ((frame_ptr->rowBytes) & 0x7FFF); /* Fix for Color Grafport */

g.frame.top-g.frame.left=0;

g.frame.right-X_SIZE;

g.frame.bottom-Y_SIZE;

FaceIt(0,SetPal,1000,2,0,1);

for (x-g.frame.left; xl=g.frame.right; x++)

{
for (y-g.frame.top; yZ-g.frame.bottom; y++)

{
*(frame addr+(long)(x-g.frame.left) +

(long)(y-g.frame.top)*frame_width)

- picture[x + (long)y*X SIZE) ;

}
}
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/*

view_frame(key)

Displays a stored 8-bit picture stored in a block of memory called picture.

Use defined X SIZE and Y SIZE to size picture

*/

view_2frame(picturel,picture2)

char *picturel, *picture2;

{
long x,y;

PixMapHandle map_hand;

PixMapPtr map_ptr,frame_ptr;

Ptr frame_addr;

int frame width;

FaceIt(0,NewPix,0,0,0,0); /* Start creating a new PixMap so FaceIt will

creat an offscreen buffer */

/* FaceIt(0,ShoFul,ShoSel,RetCtl,0,0); Display Graphics Window */

map_hand - g.Coffscrnptr->portPixMap;

frame_ptr - *map_hand;

frame_addr - frame ptr->baseAddr;

frame_width = ((frame_ptr->rowBytes) & 0x7FFF); /* Fix for color Grafport */

g.frame.topzg.frame.left=0;

g.frame.right=X_SIZE;

g.frame.bottom-Y_SIZE;

FaceIt(0,SetPal,1000,2,0,1);

for (xlg.frame.left; xl-g.frame.right; x++)

{
for (y=g.frame.top; yl=g.frame.bottom; y++)

{

*(frame addr+(long)(x-g.frame.left) +

(long)(y-g.frame.top)*frame_width)

- picturel[x + (long)y*X_SIZE];

}

}

g.frame.top=0;

g.frame.left-X_SIZE;

g.frame.right-2*X_SIZE;

g.frame.bottom-Y_SIZE;

for (x-g.frame.left; xl-g.frame.right; x++)

{
for (y-g.frame.top; yl-g.frame.bottom; y++)

{
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*(frame addr+(long)

- picture2 [x +

}

FaceIt(0,RetCtl,0,0,0,0);

x) + (long)(y-g.frame.top)*frame_width)

long)y*X LSIZE] ;

* Copy Offscreen Bitmap into Screen memory */
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/yr

./

hausler.c

Contains :

Hausler restoration algorithm.

#include "herrs.h"

#include "FaceLCH.h"

#include "math.h"

hausler (key)

key_file *key;

int product, *f;

unsigned char *b, *i[3], *il, *i2, *pic file;

unsigned char *h, test;

char fn[64] ;

int x, y, k, dill, last frame-2, *sign[3], m, n;

if ((f - (int *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(int))) =- NULL)

{
printf("\nUnable to allocate memory for offscreen bufferkn") ;

exit(-l);

}

if ((h - (unsigned char *)calloc((X LSIZE*Y LSIZE), (long)sizeof(unsigned

char))) -- NULL)

{
printf("knUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
if ((b = (unsigned char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(unsigned

char))) -- NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n") ;

exit(-l);

}
for (k-0; k<3; k++)

if ((ilk] = (unsigned char *)calIoc((X_LSIZE*Y LSIZE),

(long)sizeof(unsigned char))) -- NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
printf("knBeginning Hausler\n");

sprintf(fn, "%s.%d", key->filename, 0) ;

load_Sbit_image (i[0], fn);

sprintf(fn, "%s.%d", key->filename, I) ;
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load_Bbit image (i[i], fn) ;

/*

for (k - i; k < key->num slices-l; k++)

{
sprintf(fn, "%s.%d", key->filename, k+l) ;

load_Sbit image (i[last frame], fn) ;

for (x = 0; x<3; x++)

for (y-0; y<3; y++)

h[k+900*x+300*y] = i[2][ref(x+100,y+100) ];

for (x-0; x<X_SIZE; x++)

for (y-0; y<Y_SIZE; y++)

{
switch (last_frame)

{
case 0 :

b{ref(x,y) ] = (unsigned char)

((i[2] [ref(x,y) ] > i[0] [ref(x,y

(i[2] [ref(x,y ] > i[l] [ref(x,y

break;

case 1 :

b[ref(x,y) ] = (unslgned char)

((i[0] [ref(x,y) ] > i[l][ref(x,y

(i[0] [ref(x,y) ] > i[2][ref(x,y

break;

case 2 :

b[ref(x,y) ] = (unsigned char)

((i[l][ref(x,y)] > i[0][ref(x,y ]

(i[l] [ref(x,y) ] > i[2] [ref(x,y ]

break;

}
}

printf("\nSubSlice %dkn", k);

for ix=l; x<X_SIZE-I; x++)

for (y-l; y<Y_SIZE-I; y++)

{
test - b[ref(x,y) ];

for (m-(x-l); m<=(x+l) ; m++)

for (n=(y-l); n<z(y+l); n++)

test *- b[ref(m,n) ];

if ((int)test)

{
f[ref(x,y)] = k;

if (last frame I- 0)

h[ref(x,y) ] = i[last_frame - I] [ref(x,y) ] ;

else

h[ref(x,y) ] - i[2] [ref(x,y) ];

}

if (++last_frame >= 3)
last frame - 0;*/

}
pic_file - fopen ("test.out", "wb");

fwrite (h, 300*9, i, pic_file);

fclose (pic_file);

pic_file - fopen ("testtext.out", "w") ;

&&

);

&&

);

&&

);
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for (k:l; k<key°>num_slices-l; k++)

{
for (x : 0; x<3; x++)

for (y:0; y<3; y++)

fprintf(pic_file,"%d\t",

fprintf(pic file,"in");

}

fclose (pic_file);

h[k+900*x+300*y] ) ;

/* sprintf( fn, "%s.bright.%d", key->filename,

save_Sbit image (h, fn);

sprintf( fn, "%s.shape.%d", key->filename,

save_16bit image (f, fn);*/

free

free

free

free

free

free

}

h); /'512"/

f); /*256*/

i[0]); /*256*/

i[l]); /*256*/

i[2]); /*256

b); /*256*/

3.25megsl */

HAUSLER);

HAUSLER);
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/*

*/

HERRS Project

#include "herrs.h"

#include "herrs.e"

#include "FaceLC.h"

#include "Co_tmlt.h"

key file key, aux keyl, aux key2;
int proj_open = 0, current_table = TABLE i, subtract_mode;

long comrec[75] ;

FILE *out file;

long *dest_addr, *src_addr;

long table pos[2];

main()

{
init_nuvista();

strcpy(g.name,"HERRS.RSrc");

Facelt(0,InitLC,0,0,2,0);

g. Fstorage[3] " (long)comrec;

init co_tmit();

init table(TABLE I) ;

init table(TABLE 2);

configure labnb();

while (TRUE)

{
FaceIt(0,0,0,0,0,0);

if (strcmp (g.MAC, "keydialog") == 0)

update key dialog(&key);

if (strcmp (g.MAC, "tabledialog") == 0]

update table_dlog() ;

if (strcmp (g.MAC, "dualcomp") -- 0)

update_dual(&aux keyl, &aux_key2);

if (strcmp (g.MAC, "subtract") -- 0)

update_subgraph(&aux_keyl, &aux_key21;

if (strcmp(g.MAC,"About"] _" 0)

Facelt(0,OpnAlt,1009,0,0,0);

else

DoMenus();

}
if (proj_open]

close_key file (&key);

}

DoMenus()

{
char fn[64], st[64);

switch(g.menuID)

{
case 105: /* Project */

switch(g.menuitem)

{
case i:

B-41



HERRS.c

case 2 :

if (proj_open)

{
if (close_key_file (&key))

{
new_key file(&key) ;

proj_open = i;

}
}

else

{
new_key_file (&key);

proj_open=l;

}
break;

if (proj_open)

{
if close_key_file (&key))

proj_open = open_key dlog (&key);

}
else

proj_open z open_key_dlog (&key);

break;

case 4: if (proj_open)

proj_open = Iclose_key_file(&key);

break;

case 5: if (proj_open)

save_key_file(&key);

break;

case 6: if (proj_open)

saveas key_file(&key);

break;

}
break;

case 106: /* IAS */

switch(g.menuitem)

{
case I: if (proj_open)

if (key.hum_slices == 0)

{

save_key_file(&key);

ias(&key);

}
else

if (ias alert())

{
save key_file(&key);

ias(&key);

}
break;

)
break;

case 107: /* DIPS */

switch(g.menuitem)

{
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ZCONTRAST 3X3) ;

ZCONTRAST 5X5) ;

}
break;

case 1 :

if (proj_open)

{
sprintf(fn, "%s.shape.%d", key.filename,

case 2 :

if (lexist (fn))

zc (&key);

else

}
break;

if (alg_alert())

zc (&key);

if (proj_open)

{
sprintf(fn, "%s.shape.%d", key.filename,

if (lexist (fn))

zc (&key);

else

if (alg_alert())

zc (&key);

}
break;

case 3: hausler(&key) ;

break;

case 4: mini (&key);

break;

case 108: /* HGS */

switch(g.menuitem)

{
case I:

hgs(&key);

break;

}
break;

case 109: /* Project Analysis */

switch(g.menuitem)

{
case I:

case 2 :

if (proj_open)

setup_dual(&key, &aux_keyl, &aux_key2);

else

setup_empty_dual (&aux_keyl, &aux_key2);

break;

subtract mode = 0;

if (proj_open)

setup_subgraph(&key, &aux_keyl, &aux_key2);

else

setup_empty_subgraph (&aux_keyl, &aux key2);

break;
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}
break;

case 3 :

subtract_mode = i;

if (proj_open}

setup subgraph(&key, &aux keyl, &aux_key2) ;

else

setup_empty subgraph (&aux_keyl, &aux_key2) ;

break;

case 110: /* Options */

switch(g.menuitem)

{
case I: do live();

break;

case 2: table dlog( );

break;

case 3: piecetog (&key);

break;

case 4: convert scan (&key);

break;

case 5: make data(&key);

/*load afc(&key);*/

break;

case 6: sitter (&key);

}
break;
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/*

*/

herrs.h

Main include file for herrs.c

#include <QuickDraw.h>

#include <WindowMgr.h>

#include <MenuMgr.h>

#include <DialogMgr.h>

#include <EventMgr.h>

#include <ControlMgr.h>

#include <stdlib.h>

#include <time.h>

#include <StdFilePkg.h>

#include <FileMgr.h>

#include <stdio.h>

#include <pascal.h>

#include <String.h>

#include <Color.h>

#include "math.h"

#include "complex.h"

#define X SIZE 512

#define Y SIZE 486

#define X LSIZE 512L

#define Y LSIZE 486L

#define DEF PIX DEPTH 1

#define DEF MAX SLICE 250

#define SLM X SIZE 1024

#define SLM Y SIZE 480

#define CONE ANG 0

#define PLANE2 RADIUS 5

#define PLANE3 RADIUS i0

#define SINGLE RAD 0

#define DOUBLE RAD 1

#define DEF STEPS 25

#define DEF AUTO START 1000L

#define DEF AUTO INC 1000L
m

#define KEY FILE TYPE 'KEYZ'

#define CREATE FILE TYPE 'HOLO'

#define TEXT FILE TYPE 'TEXT'

#define TABLE 1 0

#define TABLE 2 1

#define AVERAGE 1

#define SLM 1ADDR (char *)0xFBB00000L

#define SLM I 0
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#define SLM 2 1

#define SLM 3 2

#define SLM 4 3

#define ZCONTRAST 3X3 0

#define ZCONTRAST 5X5 1

#define FREIDEN 3

#define HAUSLER 2

#define SERVO ROBOT 3

#define NUM ALG 4

typedef struct key file

{
int xsize;

int ysize;

char pix depth;

char date[9];

char time[9];

char title[80] ;

int num slices;

int num_steps;

char filename[64]; /* Filename */

int vol_num;

int modified;

modifications are made to

changes the values of any

./

/* Volume reference numbers */

/* This value should normally be a 0, unless

the key data structure, then the routine which

variables in the sturcture should change this to a i

long *step_pos; /* array of Max slice long */

} key_file;

#define KEY_FILE HEADER (sizeof (key file) - (sizeof(int)*2) - (sizeof(long)))

#define ref(x,y) ((long) (x) + (long)(y) * (X_LSIZE))
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./

/*

hgs .c

Contains files relating to the Autogenerate Hologram functions.

#include "herrs.h"

#include "FaceLCH.h"

/*

hgs is the main routine which displays the processed image slices on the

SLM, moves the

table, and triggers the shutter.

Input :

Input :

Output :

key - pointer to key file structure

planes that go with key file structure

planes are displayed on the SLM(s)

,/

int use mult;

int radius[2] = { PLANE2_RADIUS, PLANE3_RADIUS };

hgs (key)

key_file *key;

{
unsigned char *bright_addr, *nv_dest_addr;

int *shape addr;

long *dest_addr;

int i, slice, alg, slm2_off=l, slm3_off=2, hum_sum, set_step, set slices;

char fn[64];

int begin-0, end-0, use database, use_nv, step=l, position = 0, x, y;

if ((dest_addr : (long *)calloc((X_LSIZE*Y_LSIZE), (long)sizeof

NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n" ;

exit(-l);

}
if ((nv_dest_addr - (unsigned char *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(char)) ) =- NULL)

{
printf("knUnable to allocate memory for offscreen buffer\n" ;

exit(-l);

}
if ((shape_addr - (int *)calIoc((X_LSIZE*Y LSIZE), (long)sizeof(int))) ="

NULL)

{

long))) ::
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printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
if ((bright_addr = (char *)calloc((X_LSIZE*Y LSIZE) , (long)sizeof

NULL)

char))) ==

{
printf("\nUnable to allocate memory for offscreen buffer\n") ;

exit(-l);

}

move table zero (TABLE 2);

go_home(TABLE_2);

open_key(key);

load_steps(key);

if (hgs_dialog(key, &begin, &end, &step, &alg, &use_database,

&slm2_off, &slm3_off, &num_sum, &use_mult, &set_step, &set_slices,

&use nv))

{
if (use database)

{
setup_nuvista();

sprintf(fn, "%s.shape.%d", key->filename, alg);

load_16bit_image (shape_addr,fn];

sprintf(fn, "%s.bright.%d", key->filename, alg);

load_Sbit_image (bright_addr,fn) ;

}

slice = begin;

while (slice <= end)

{
if (cancel ())

break;

move table_abs (TABLE 2, key->step_pos[position++] );

if (use database)

{
initialize nvbuf (dest_addr);

if (CONE_ANG)

open_ang (dest_addr, slice, slm2_off, slm3 off, shape_addr,

bright_addr, num_sum);

shape_gen (dest_addr, slice, slm2_off, slm3_off, shape_addr,

bright_addr, num_sum);

display_shape (dest_addr);

}
while (Idone move (TABLE 2));

if (slice -- begin)

{
SysBeep(10);

while (Button());

while (IButton(]);

while (Button());

SysBeep(10);

}
trigger_shutter();

slice +- step;

if (use mult && Z (slice % set_slices))
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{
slice -= set slices;

slice += set step;

}

}

if (use_database)

restore nuvista();

}

free (bright_addr);

free (shape_addr);

free (dest_addr);

free (nv dest addr);

}

/*

initialize nvbuf (buf addr)

Initializes all three SLMs to opaque (by sending out appropriate

colors to each pixel).

Input : buf_addr

Ouput : buf_addr

frame buffer

initialized frame buffer

./

initialize nvbuf (bur addr]

long *buf_addr;

{
long i;

for (i=0L; i<(X LSIZE*Y LSIZE); i++)

buf_addr[i] = 0xFFFF00L;

/*

open_ang (buf_addr, slice, slm2, slm3, shape, bright, hum_sum)

open_ang is an optional feature of the HGS software which will

open cone angles as specified by Lloyd Huff for multiple SLM

cases. The desired cone angle settings are in the "herrs.h"

file as #define's.

Input :

Input :

Input :

Input :

Input

Input

Input :

Output :

bur addr - NuVista frame buffer

slice - slice number for SLMI

slm2 - slice number of SLM2

slm3 - slice number of SLM3

shape - should contain shape function for database

bright - should contain brightness function

num sum - number of slices to sum

bur addr - holds frame information for the three SLMs

with angles opened appropriatly.
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./

open ang ( buf_addr, slice, slm2, slm3, shape, bright, num sum)

long *buf_addr;

int slice, slm2, slm3, *shape, num_sum;

char *bright;

{
register x, y;

register shp;

for (y-0; y < Y SIZE; y++)

for (x I 0; x < X SIZE; x++)

{
shp " shape[ref(x,y) ];

if ((shp >- slice) &&

(shp < slice + hum sum))

open_cone (bur addr, SLM i, x, y);

else

if ((shp >- slice+slm2) &&

(shp < slice + slm2 + hum_sum))

open_cone (buf_addr, SLM 2, x, y) ;

else

if ((shp >- slice+slm3) &&

(shp < slice + slm3 + hum suml )

open cone (bur addr, SLM 3, x, y);

/*

./

open_cone (buf_addr, slm, x, y)

open_cone is a lower level routine that calls the routines which

clear a radius on the appropriate SLMs adjacent to the current SLM.

Input :

Input :

Input :

Input :

Output :

bur addr - destination NuVista frame buffer

slm - current slm Deing processed (I,2,3)

x - x pixel coordinate

y - y Pixel coordinate

bur addr - will contain the modified frame buffer.

open_cone (buf_addr, slm, x, y)

long *buf_addr;

int slm, x, y;

switch (slm)

{
case SLM 1 :

clear radius (buf_addr, SLM_2, x, y, SINGLE RAD);

clear_radius (bur addr, SLM_3, x, y, DOUBLE_RAD);

break;

case SLM 2 :
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case SLM 3 :

clear_radius (bur addr, SLM_I, ×, y, SINGLE_RAD) ;

clear_radius (buf_addr, SLM_3, x, y, SINGLE_RAD) ;

break;

clear radius (buf_addr, SLM_I, x, y, DOUBLE_RAD);

clear_radius (buf_addr, SLM_2, x, y, SINGLE_RAD) ;

break;

/*

clear radius (buf_addr, slm, x, y, tad_size)

clear radius clears the radius on a particular SLM.

*/

Input :

Input :

Input :

Input :

Output :

bur addr - NuVista frame buffer

slm - slm number to clear the radius on

(x,y) - coordinates of pixel to clear frame around

tad_size size of radius to clear in pixels

buf_addr - Updated with cleared radius on a given SLM.

clear_radius (bur addr, slm, x, y, rad_size)

long *buf_addr;

int slm, x, y, tad_size;

(

register i, j, min_x, min_y, max_x, max_y;

register r;

r - radius [tad_size];

if ( (min_x - x r) < 0)

min x - 0;

if ( (max x = x + r) >- X SIZE)

max x - X SIZE-I;

if ( (min_y = y - r) < 0)

_in_y - 0;

if ( (max_y = y + r) >= Y_SIZE)

max_y - Y SIZE-I;

/*

for (i - min_x; i<max_x; i++)

for (j z min_y; j < max y; j++)

clear_pix (buf_addr, slm, i, j);

}

shape_gen (bur addr, slice, slm2, slm3, shape, bright, num_sum)

shape_gen displays the auctual image brightness data by using the

shape function.

Input : bur addr - NuVista frame buffer

Input : slice - slice to be displayed on SLMI
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*/

Input :

Input :

Input :

Input

Input

Output :

slm2 slice to be displayed on SLM2

slm3 slice to be displayed on SLM3

shape shape function for current database

bright - brightness function for current database

num_sum - number of planes to use in addition to current plane

buf_addr - frame buffer containing all 3 SLM information to be

dispalyed by the NuVista card.

++ r

shape_gen ( buf_addr, slice, slm2, slm3, shape, bright, hum_sum)

long *bur addr;

int slice, slm2, slm3, *shape, num sum;

char *bright;

{

register x, y;

Y);

if (Xuse mult)

{
for (y - 0; y < Y_SIZE; y++)

for (x - 0; x < X SIZE; x++)

if ((shape[ref(x,y) ] >- slice) && (shape[ref(x,y) ] <

slice + hum_sum))

set 1 i (buf_addr, bright[ref(x,y) ], x, y);

}
else

{

for (y-0; y < Y SIZE; y++)

for (x - 0; x < X SIZE; x++)

{

if ((shape[ref(x,y)] >= slice) &&

(shape[ref(x,y) ] < slice + hum_sum))

set inten (buf addr, SLM_I, bright[ref(x,y ], x, y) ;
else

if ((shape[ref(x,y) ] >= slice+slm2) &&

(shape[ref(x,y) ] < slice + slm2 + hum_sum)

set inten (bur addr, SLM 2, bright[ref x,y) ], x, y);
else

if ((shape[ref(x,y) ] >= slice+slm3) &&

(shape[ref(x,y) ] < slice + slm3 + hum_sum))

set_inten (buf_addr, SLM_3, bright[ref(x,y) ], x,

}
}

}

/*

set_inten (buf_addr, slm, inten, x, y)

set_inten sets an pixel intensity value for a given x,y coordinate for a

given plane - for multiple SLM cases only

Input

Input :

bur addr - NuVista frame buffer

slm - SLM to be displayed on

B-52



hgs.c

Input

Input :

Output :

./

inten - intensity value (256 possible levels)

(x,y) - coordiante to set intensity.

buf_addr - containing modified (x,y) pixel

set inten (bur addr, slm, inten, x, y)

long *buf_addr;

int slm, x, y;

unsigned char inten;

{
long old_inten;

old_inten = bur addr[ref(x,y)];

x),y)]

switch (slm)

{
case SLM 1 :

case SLM 2 :

}
}

case SLM 3 :

buf_addr [ref(x,y) ] = (old_inten & 0x00ffffL) I

((((iong)(255 inten) ) << 16) & Oxff0000L);

clear pix (bur addr, SLM_2, x, y) ;

clear_pix (buf_addr, SLM 3, x, y) ;

break;

buf_addr [ref((X_SIZE - x],y)] - (buf_addr [ref((X_SlZE -

& 0xff00ffL) i ((((Iong)(255 - inten) ) << 8) & 0xff00L);

clear_pix (buf_addr, SLM_I, x, y];

clear_pix (buf_addr, SLM 3, x, y);

break;

bur addr [ref(x,y) ] - (old_inten & 0xffff00L) I (long]inten;

clear_pix (buf_addr, SLM_I, x, y) ;

clear_pix (buf_addr, SLM 2, x, y);

break;

/*

set I i (bur addr, inten, x, y)

set 1 i is the same as set inten but for the one SLM case.

Input :

Input :

Input :

Output :

bur addr - NuVista frame buffer

inten - intensity value (256 possible levels)

(x,y) - coordiante to set intensity.

buf_addr - containing modified (x,y) pixel

./

set 1 i (buf_addr, inten, x, y)

long *buf_addr;

int x, y;
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unsigned char inten;

{
long old_inten;

buf_addr [ref(x,y)] = (((long)(inten))<<16) & 0xff0000L I

(((long) (inten))<<8) & 0xff00L I

(((iong)(255 - inten) )) & 0xffL;

/t buf_addr [ref(x,y) ] z (((iong)(255 inten))<<16) & 0xff0000L I

(((long) (255 inten))<<8) & 0xff00L I

(((long)(inten))) & 0xffL;*/

/*

display_shape (src_addr)

display_shape copies a NuVista frame buffer into the NuVista video ram.

Input :

Output :

src addr - NuVista frame buffer

NuVista frame buffer displayed on NuVista card

*/

display_shape (src_addr)

long *src addr;

{

long *dest addr;

dest addr - (long *) (0xFADFD000) ;

CopyRect((long)src_addr, (long)dest_addr, (iong)2048, (Iong)2048,

(long) (Y_SIZE), (long)X_SIZE) ;

}

/t

clear_pix (buf_addr, slm, x, y)

*/

clear_pix clears sets an (x,y) pixel on a given slm to a transparent state

Input : buf_addr - NuVista frame buffer

Input : slm - slm number to clear

Input : (x,y) - coordiante to clear

Output : modififed bur addr

clear_pix (buf_addr, slm, x, y)

long *bur addr;

int slm, x, y;

{
switch (slm)

{
case SLM I:
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bur addr [ref(x,y)] &= 0x00ffffL;

break;

case SLM 2:

bur addr [ref((X_SIZE - x),y) ] &= 0xff00ffL;

break;

case SLM 3:

bur addr [ref(x,y] ] I= 0x0000ffL;

break;

}

/*

NVIEW

The following routines are for addressing the nView SLM.

-/

display nv shape (slm hum, key, slice_hum, shape_addr, bright addr, dest_addr)

int slm hUm, slice_num;

unsigned char *dest_addr, *bright_addr;

int *shape_addr;

key_file *key;

{
get_proc_slice (shape_addr, bright_addr, dest_addr, slice_hum];

copy_Sbit_map (dest_addr, SLM_I_ADDR, X SIZE, Y_SIZE, SLM X SIZE,

SLM Y SIZE);
-- m

}

get_proc slice (shape_addr, bright_addr, dest_addr, slice_hum)

int *shape addr, slice_hum;

char *dest_addr, *bright addr;

{
int x, y;

for (y = 0; y<Y SIZE; y++)

for (x-0; x<X SIZE; x++)

if ( shape_addr[ ((long)x + ((Iong)y)*X_LSIZE) ] =- slice_hum)

dest_addr[ ((long]x + ((Iong)y]*X_LSIZE) ] I bright addr[

((long)x +

((long)y]*X LSIZE] ];

else

dest_addr[ ((long)x + ((long)y)*X LSIZE) ] = (char)0;

copy_Sbit_map copies an 8 bit image array onto the SLM

Input

Input

Into

src addr - pointer to image array which contains source Image

dest addr pointer to image array which source image is copied
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t/

Input

Input

Input

Input

Output :

x size - number horizional pixels in the source image

y_size - number of vertical pixels in the source image

slm x size - number of horizonal pixels in the SLM

slm_y_size - number of vertical pixels in the SLM

dest_addr will contain a copy of the image in src_addr

copy_Sbit_map (src_addr, dest_addr, x_size, y_size, slm x size, slm_y_size)

char *src_addr, *dest_addr;

int x_size, y_size, slm x size, slm_y_size;

{

int max_x, max_y;

register i, j;

if (x_size <- slm x_size)

max_x - x_size;

else

max x - slm x size;

if (y_size <- slm_y_size)

max_y * y_size;

else

max_y - slm_y_size;

for (j - O; j<max_y; j++)

for (i - O; i<max_x; i++)

dest_addr[ ((long)i + ((long)j) * ((long)slm_x_size)) ] -

src_addr[ ((long)i + (long)j * ((long)x_size))];

}
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/*

*/

hgs_dialog.c contains routines relating to the hgs dialog boxes.

#include "herrs.h"

#include "FaceLCH.h"

/*

hgs_dialog brings up the dialog box to prompt the user for various

information

needed before starting the hgs routine.

Input

Input

output

output

Output

Output

output

Output

output

Output

Output

Output

Output

Output

output

Output

Output

: key - pointer to key file structure

: User entered dialog box information

: begin - slice to begin generating hologram at

: end ending slice

: step - number of slices to skip between exposures

: alg - algorithm code to use for shape/brightness functions

: slm2off - number of slices offset from SLM#1 (for SLM #2)

: slm3off - number of slices offset from SLM#1 (for SLM #3)

: numsum - number of slices to sum starting with current slice

: use mult - i if multiple SLMs should be used

: set_step - Total slices to skip in a multi-SLM configuration

: set_slices - how many slices are contained in a set

: use nv - I if nView SLM should be used

: begin - contains starting frame number to be displayed

: end - contains last frame number to be displayed

: alg - contains which brightness & shape arrays to use

: use_database - 1 if a database should be used, 0 otherwise.

hgs_dialog (key, begin, end, step, alg, use database,

slm2off, slm3off, numsum, use_mult, set_step, set_slices,

use nv)

key_file *key;

int *begin, *end, *step, *use_nv;

int *alg, ruse database;

int *slm2off, *slm3off, *numsum, *use mult;

int *set_step, *set_slices;

{
int i, a - 0;

char fn[64];

g.dialog[0] - 0;

g.dialog[l] - -2;

g.dialog[2] - -2;

g.dialog[3] - 0;

g.dialog[4] - 0;

g.dialog[10

g.dialog[ll

g.dialog[12

g.dialog[13

g.dialog[14

g.dialog[15

g.dialog[16

- 0;

- i;

- -2;

- 0;

- 0;

- -2;

- -2;
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g.dialog[17

g.dialog[18

g.dialog[19

g.dialog[20

g.dialog[21

g.dialog[22

g.dialog[23

g.dialog[24

g.dialog[25

= 0;

= 0;

= -2;

= 0;

= -2;

= -2;

= 0;

= 0;

= O;

check_alg (key, 5};

if (key->num_slices)

sprintf (g.name, "%-4d%-4d%-4d%-4d%-4d%-4d%-4d%-4d",0,

key->num_slices-l, 1,0,0,i,0,0);

else

sprintf (g.name, "%-4d%-4d%-4d%-4d%-4d%-4d%-4d%-4d",0, 0, 1,0,0,1,0,0 ;

Facelt(0,OpnDlg,1007,0,0,0) ;

sscanf (g.name, "%4d%4d%4d%4d%4d%4d%4d%4d", begin, end, step, slm2off,

slm3off,

numsum, set_step, set_slices) ;

*use database = g.dialog(ll] ;

*use mult = g.dialog[14] ;
a

*use nv = g.dialog[25];

while ((g.dialog[a+5] I= I) && (a < NUM ALG))

a++;

*alg = a;

if ((g.dialog[0] == i) && (a < NUM_ALG) )

{
Facelt (0, EndDlg, 0, 0, 0, 0);

return(1);

}
else

if (g.dialog[0] == I)

{
Facelt (0, EndDlg, 0, 0, 0, 0);

return(l(*use_database) );

}
Facelt (0, EndDlg, 0, 0, 0, 0);

return(0);

}
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/*

*/

ias.c

contains the routines used to acquire an image automatically.

#include "herrs.h"

#include "FaceLC_.h"

extern FILE *out file;

/*

\as main routine which aquires an image database.

Input

Input

Output :

key - pointer to key structure containing database information

Captured frames using the NuVista graphics board

Plane files correponding to each captured frame

./

\as(key)

key_file *key;

{

long *dest addr_l, *dest_addr_2, *dest_addr_3, step;

char fn[64];

int slice, frame_hum;

if ((dest_addr 1 : (long *)calloc((X_LSIZE*Y_LSIZE),

(long)sizeof(long))) :: NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
if (AVERAGE • I)

if ((dest addr_2 - (long *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(long))) =: NULL)

{
printf("\nUnable to allocate memory for offscreen bufferin");

exit(-l);

}
if (AVERAGE • 2)

if ((dest_addr_3 : (long *)calIoc((X_LSIZE*Y_LSIZE),

(long)sizeof(long)) ) =: NULL)

{
printf("knUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

go_home(TABLE_2);

open_key(key);

loadsteps(key);
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key->num_slices : key->num_steps;

save_key_struct (key};

move_table abs (TABLE_2, key->step_pos[0] ) ;

setup_nuvista( } ;

for (slice = 0; slice < key->num_steps; slice++)

{
while ( Idone move (TABLE 2));

capture(dest_addr_l) ;

if AVERAGE > i)

capture(dest_addr_2) ;

if AVERAGE == 3)

{
capture(dest addr 3);

average_3 {dest addr_l, dest_addr_2, dest addr 3) ;

}
if AVERAGE == 2)

average_2 (dest_addr i, dest_addr_2) ;

if slice < (key->num_steps-l))

move_table_abs (TABLE_2, key->step_pos[slice+l] ) ;

sprintf(fn, "%s.%d", key->filename, slice);

save_image (dest_addr l,fn);

}
if (AVERAGE > I)

free(dest addr 2);

if (AVERAGE > 2)

free(dest addr 3);

restore nuvista();

free (dest addr I);
4

free (key->step_pos);

}

average 2 (addr_l, addr_2)

long *addr_l, *addr_2;

{
int x, y;

for (x=0; x<X SIZE; x++)

for (y=0; y<Y_SIZE; y++}

addr_l[ref(x,y) ] = ((addr_l[ref(x,y) ] + addr_2[ref(x,y} ] ) / 2L) ;

}

average_3 (addr_l, addr_2, addr_3)

long *addr_l, *addr 2, *addr_3;

{
int x, y;

for (x=0; x<X SIZE; x++)

for (y=0; y<Y_SIZE; y++}

addr_l[ref(x,y) ] =

((addr_l[ref(x,y) ] + addr_2[ref(x,y) ] + addr 3[ref(x,y} ] } / 3L);

}
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char *c2pstr(word)

char *word;

{

*CtoPstr(word) ;

}
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/*

*/

ias_dialog.c

contains dialog routines relating to the ias system.

#include "herrs.h"

#include "FaceLC_.h"

/*

ias alert displays and alert box if the user is about to re-aquire an image

database

over a database which has already been acquired.

Input

Function

Output :

Response from user if database should be re-aquired.

I if database should be reaquired, 0 if not.

./

ias alert()

{

g.dialog[O] - O;

g.dialog[l] - 0;

g.dialog[2] - O;

FaceIt(O,0pnDlg,1008,0,O,O);

if (g.dialog[O] =3 i)

{

FaceIt (0, EndDlg, O, 0, O, 0);

return(O);

}

if (g.dialog[l] =- i)

{

Facelt (0, EndDlg, O, O, O, 0);

return(1);

}

}
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/*

key_dialog, c

Contains all the routines involved in processing the key_file entry dialog

box and

related dialog boxes.

*/

#include "herrs.h"

#include "FaceLCS.h"

/*

key_dialog brings up the key_file dialog box and fills it with the

appropriate

data from the key data structure. This dialog contains such information as

date

created, time created, title of project, etc. This should be called

everytime any

items in the key data structure are changed.

*/

Input

Output :

key - pointer to key file structure

updated key dialog box according to key file structure

key_dialog (key)

key file *key;

{
int i, done = 0;

g.dialog[0] = 0;

g.dialog[l] = 0;

g.dialog[2] = 0;

g.dialog[3] = 0;

g.dialog[4] = 0;

g.dialog[5] = -2;

g.dialog[6] = -2;

g.dialog[7] = -2;

g.dialog[8] = -2;

g.dialog[9] = -2;

g.dialog[10] = 0;

g.dialog[ll] = 0;

sprintf (g.name, "%-64s%-5d%-Ss%-Ss%-80s",

key->filename, key->num_slices, key->date, key->time, key->title);

FaceIt(0,SetDlg,1002,RetCtl,0,0);

FaceIt(0,ShoDgl,RetCtl,0,0,0);

}

/*

update_key_dialog processes the main key dialog box. It reads any

information

that may have been changed out of it, and it also checks to see what buttons

if any have been hit in the dialog box, and calls any routines needed to

take

care of these buttons.
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./

Input :

Input :

Output :

key pointer to key file structure

Current status of key dialog box

updated key file structure according to key dialog box status

updatekey_dialog(key)

key_file *key;

{
char s[64];

if (g.dialog[99] =_ 12)

auto_step(key);

FaceIt (0, GetDlg, 1002, 0, 0, 0);

strncpy (key->date, &g.name[69], 8);

strncpy (key->time, &g.name[77], 8);

strncpy (key->title, &g.name[85], 80);

key->modified - i;

key_dialog(key);

}

/*

hide_all_key hides the Key dialog box and the notes and step editor windows.

*/

hide_all_key()

{
FaceIt(0, SidDgl, RetCtl, 0, 0, 0);

FaceIt(0, HidEdl, RetCtl, 0, 0, 0);

FaceIt(0, HidEd2, RetCtl, 0, 0, 0);

}

/*

show_all_key shows the Key dialog box and the notes and step editor windows.

*/

show_all_key()

{

FaceIt(0, ShoDgl, RetCtl, 0, 0, 0);

FaceIt(0, ShoEdl, RetCtl, 0, 0, 0);

FaceIt(0, ShoEd2, RetCtl, 0, 0, 0);

}
/*

auto step brings up a dialog box which will automaticly fill up Editor #2

(step

position window) with step positions according to a start position, end

position,

and number of positionsrequested. All of this data is inputted from the used

by

the dialog box.

Input :

Input :

Output :

key - pointer to key file structure

User inputs from dialog box step, increment and start

Step positions auto-generated from user inputs

*/

auto_step (key)

key_file *key;
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{
long step, increment, start;

int i, num_steps;

g.dialog[0

g.dialog[l

g.dialog[2

g.dialog[3

g.dialog[4

g.dialog[5

g.dialog[6

= 0;

= 0;

= 0;

= 0;

= 0;

= -2;

- -2;

if (key->modified)

{
sprintf (g.name, "%-71d%-71d%-5d", DEF AUTO_INC, DEF_AUTO START,

DEF STEPS);

FaceIt(0,OpnDlg,1004,0,0,0);

sscanf (g.name, "%71d%71d%5d", &increment, &start, &num_steps);

if (g.dialog[0] == i)

{
FaceIt (0, EndDlg, 0, 0, 0, 0);

for( i=0; i < num_steps; i++)

{
sprintf(g.MAC, "%id", (start + increment * ((long)i)));

FaceIt (-2, RetCtl, 0, 0, 0, 0);

}
}

}
FaceIt (0, EndDlg, 0, 0, 0, 0);

}
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/*

*/

lab nb.c contains all routines directly relating to the lab_nb I/O board.

#include <stdio.h>

extern int LDSysError;

/*

configure_labnb()

which

*/

sets up an output port for controlling the shutter, and an input port

is used to detect the status of the shutter and the two stepper motors.

configure_labnb()

{
DIG Prt Config(l, i, 0, 0) ;

DIG Prt Config(l, 0, l, 0) ;

DIG Out Line (I, 0, 0, 0);

/*

table active checks either input line #0 or #I, corresponding on table, to

check

to see if a table is done moving or not.

Input : table - table number

Function

Output : 1 if table is still moving, 0 if it has reached its desired

location.

*/

table active (table)

int table;

{
int state ;

DIG In Line (i, i, table, &state);

return (Istate);

}

/*

trigger_shutter strobes the output line which controls the shutter

controller.

It then waits until the shutter_open routine returns a 0.

*/

trigger_shutter()

{
DIG OUt Line (I, 0, 0, i);

sleep(1);

DIG Out Line (I, 0, 0, 0) ;

while (shutter_open());

}
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/*

shutter open returns a 1 if the shutter is open, and a 0 if the shutter is

closed.

Function

Output :

*/

shutter open()

{
int state;

1 if shutter is open, 0 if closed

DIG In Line (i, I, 2, &state);

return (Istate);

}
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/*

laser data.c

Contains :

convert_scan

make_data

load afc

,/

#define THICK 2

#define WIDTH i0

#define NUM_SLICES 120

#define SIZE 15

#define CHECK 1

#define BACKGND 0

#define INTEN 255

#include "hefts.h"

#include "FaceLCB.h"

/*

convertscan(key)

converts a Servo-Robot ASCII database into standard HERSS shape and

brightness file formats.

*/

convert scan (key)

key file *key)

(
unsigned int *i;

int *f;

int slice, min slice, max_slice, x, y, m, n;

unsigned char fn[64],s[100];

float contrast, *cont_max;

unsigned char i max, i_min, *h;

long *dest_addr;

FILE *scan_file;

if ((i = (int .)calloc((X LSIZE*Y_LSIZE), (long)sizeof(unsigned int) ) ==

NULL)

{
printf("\nUnable to allocate memory for offscreen bufferkn");

exit(-l);

}

if ((h = (unsigned char .)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(unslgned

char))) =: NULL)

{
printf("knUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
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iX (f = (int *)calloc((X_LSIZE*Y_LSIZE), (long)sizeof(int)) ) :: NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n") ;

exit(-l);

}

/*

sprintf( fn, "%s.3D", key->filename);

scan file : fopen (fn, "r");

min slice : 32767;

max slice = -32767;

for (y-0;y<63;y++)

{
for (x-0;x<20;x++)

fgets (s,100, scan_file);

for (x-0; x<512; x+-2)

{
fscanf (scan file, "%d", &slice);

f[ref(x,y*6) ] = slice;

f[ref

f[ref

f[ref

f[ref

f[ref

f[ref

f[ref

f[ref

f[ref

f[ref

f[ref

if (s

x,y*6+l) ] = slice;

x,y*6+2) ] : slice;

x,y*6+3)] = slice;

x,y*6+4) ] : slice;

x,y*6+5)] = slice;

x+l,y*6)] = slice;

x+l,y*6+l) ] : slice;

x+l,y*6+2) ] : slice;

x+l,y*6+3) ] = slice;

x+l,y*6+4)] : slice;

x+l,y*6+5) ] : slice;

ice > max slice)

max slice = slice;

if (slice < min slice)

min slice = slice;

}
}

for (y=0; y<63"3"2; y++)

for (x=0; x<256"2; x++)

{
f[ref(x,y)] -: min_slice;

h[ref(x,y) ] : (unsigned char)f28;

}
fclose (scan file);

key->num_slices = key->num_steps = max_slice - min slice;

save_key_struct (key);

sprintf( fn, "%s.bright.%d", key->filename, 2);

save_Sbit_image (h, fn);

sprintf( fn, "%s.shape.%d", key->filename, 2);

save_16bit image (f, fn);

}

make data (key)
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for
Utility to make a test hgs database. Uses #define's at top of this file

setting parameters for the new database.

./

make_data (key)

key_file *key;

{

unsigned int *i;

int *f, val-0;

int slice, min_slice, max_slice, x, y, m, n, start;

unsigned char fn[64],s[100];

float contrast, *cont max;

unsigned char i_max, i_min, *h;

long *dest_addr;

FILE *scan_file;

if ((h = (unsigned char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(unsigned

char))) -- NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

if ((f = (int *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(int)) ) == NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

- slice I;

char)INTEN;

- slice - i;

char)INTEN;

- slice - I;

for (y=0; y<486; y++)

for (x=0; x<512; x++)

{

f[ref(x,y) ] = NUM_SLICES;

h[ref(x,y) ] = (unsigned char)BACKGND;

}

SysBeep(1);

SysBeep(1);

for (slice - 0; slice<NUM_SLICES; slice++)

for (x - ((-1*(WIDTH/2)) - THICK -

slice*THICK);x<(slice*THICK+THICK+(WIDTH/2) ); x++)

for (y-0; y<THICK; y++)

{

f[ref(244 + x,244 - y - slice*THiCK - WIDTH/2) ] = NUM SLICES

hirer(244 + x,244 y - slice*THiCK - WIDTH/2) ] = (unsigned

f[ref(244 + x,244 + y + slice*THiCK + WIDTH/2) ] = NUM_SLICES

hirer(244 + x,244 + y + slice*THiCK + WIDTH/2) ] = (unsigned

f[ref(244 - y - slice*THiCK - WIDTH/2,244 + x) ] = NUM_SLICES

h[ref(244 - y slice*THiCK - WIDTH/2,244 + x)] = (unsigned
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char)INTEN;

- slice - I;

char)INTEN;

start = (WIDTH

if (CHECK)

f[ref(244 + y + slice*THiCK + WIDTH/2,244 + x) ] = NUM_SLICES

h[ref(244 + y + slice*THiCK + WIDTH/2,244 + x) ] = (unsigned

}
2)+(NUM_SLICES*THICK) ;

for (x : (-l.start) ; x<start; x+=SIZE*2)

for (y = (-l-start); y<start; y+=SIZE*2)

{
for (m = 0; m<SIZE; m++)

for (n = 0; n<SIZE; n++)

{
hirer(244 + x + m, 244 + y + n) ] - (unsigned char) 0;

h[ref(244 + x + m + SIZE, 244 + y + n + SIZE)) =

(unsigned char) 0;

}

key->num_slices - key->num_steps : NUM_SLICES;

save key_struct (key);

sprintS( fn, "%s.bright.%d", key->filename, 2);

save_Sbit_image (h, fn);

sprintS( fn, "%s.shape.%d", key->filename, 2);

save_16bit image (f, fn);

}

/*

load_arc(key)

Utiltiy that loads an arc test chart from a raw video frame and stores it as

a brightness function for use in HGS testing

*/

load arc (key)

key_file *key;

{
unsigned int *i;

int *f, val-0;

int slice, min_slice, max_slice, x, y, m, n, start;

unsigned char fn[64],s[100];

float contrast, *cont_max;

unsigned char i max, i_min, *h;

long *dest_addr;

FILE *scan file;

if ((h : (unsigned char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(unsigned

char))) :: NULL)

{
printf("\nUnable to allocate memory for offscreen bufferkn");

exit(-l);
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if (f m (int *)calloc((X_LSIZE*Y_LSIZE), (long)sizeof(int)) ) == NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
sprintf( fn, "%s.0", key->filename);

load_Sbit_image (h,fn);

for (y=0; y<486; y++)

for (xz0; x<512; x++)

{
if( h[ref(x,y ] > 192)

h[ref(x,y ] = (unsigned char)255;

else

h[ref(x,y ] = 0;

f[ref(x,y) ] m 0;

}

key->num_slices : key->num_steps : NUM_SLICES;

save_key_struct (key);

sprintf( fn, "%s.bright.%d", key->filename, I);

save_Sbit_image (h, fn);

sprintf( fn, "%s.shape.%d", key->filename, i);

save_16bit_image (f, fn);

}
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/*

live.c

do live goes into live mode to enable focusing of camera

*/

do live()

{
setup_nuvista();

Live();

while (Button());

while (IButton());

while (Button());

restore nuvista() ;

}
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/*

*/

mini.c

Contains : mini.c

#include "herrs.h"

#include "FaceLCH.h"

/*

mini(key)

mini is the mini-frieden maximum intensity algorithm

*/

mini (key)

key_file *key;

{
unsigned char *i;

int *f;

int slice, x, y, m, n;

unsigned char fn[64];

float contrast, *cont_max;

unsigned char i max, i min, *h;

long *dest_addr;

time t timer;

if ((i = (unsigned char *)calloc((X LSIZE*Y LSIZE), (long)sizeof(unsigned

char))) =- NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n" ;

exit(-l];

}

if ((cont_max = (float *)calIoc((X_LSIZE*Y LSIZE), (long)sizeof

NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n"

exit(-l);

}

float))) ==

if ((h - (unsigned char *)calIoc((X_LSIZE*Y_LSIZE), (long)sizeof(unsigned

char))) == NULL)

{

printf("knUnable to allocate memory for offscreen buffer\n");

exit(-l);

}
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if ((f = (int *)calIoc((X_LSIZE*Y_LSIZE) , (long)sizeof(int ) ) == NULL)

{
printf("\nUnable to allocate memory for offscreen bufferkn");

exit(-l);

}

for (slice = 0; slice < key->num_slices; slice++)

{
sprintf(fn, "%s.%d", key->filename, slice);

load 8bit_image (i, fn);

printf("\nSlice %d\n", slice);

for (y = 0; y < (Y_SIZE); y++)

{
for (x =0; x < (X_SIZE); x++)

{
if (i[ref(x,y) ] > cont_max[ref(x,y) ] )

{
cont_max[ref(x,y)] = i[ref(x,y) ];

f[ref(x,y)] = slice;

h[ref(x,y)] = i[ref(x,y) ];

}

sprintf( fn, "%s.bright.%d", key->filename, FREIDEN);

save_Sbit_image (h, fn);

sprintf( fn, "%s.shape.%d", key->filename, FREIDEN);

save_16bit_image (f, fn);

free (cont max);

free (i);

free (h);

free (f);

}
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/*

motor.c

Contains all routines pertaining to the CompuMotor/Tables

Note : Command to initialize CompuMotor :

ILD0 IMN These settings enable both limit switches

MPA Sets Compumotor to absolute positioning

1001 Sets output port to a high state

10OO Sets output port to low state

IPR Requests position report- Nothing will be sent back after this

command until

table is finished moving.

v

*/

#include "herrs.h"

#include "FaceLCH.h"

#include "CommIt.h"

extern long table_pos[2];

extern long Comrec;

/*

init commit

Calls Commit initialization procedures to initialize the printer and

modem port.

*/

init commit()

{
FaceIt (0, CoInit, 0, 0, 0, 0);

FaceIt (0, CmDflt, 0, 0, 0, 0);

FaceIt (0, CpDflt, 0, 0, 0, 0);

/*

*/

sends contents of g.MAC to either printer or serial port (depending on table

TABLE 1 - Modem, TABLE 2 = Printer

Input : table - table number to send command to

g.MAC : contains command to send
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send_command(table)

int table;

{
if (table)

Facelt (0, CpDoIO, -i, 0, 0, 0);

else

FaceIt (0, CmDoIO, -I, 0, 0, 0);

}

/*

Reads input buffer from either printer or serial port depending on table,

and puts the

characters recieved into g.MAC

,/

Input :

Output :

table - table number to use

g.MAC - characters read from table

get_command(table)

int table;

{
if (table)

FaceIt (0, CpDoIO, 0, -i, 0, 0_ ;

else

FaceIt (0, CmDoIO, 0, -I, 0, 0);

}

/t

init table initializes the Compumotor controller, sends table to home

position, and

resets global variable table_pos[table] to 0. It also sets the table to

absolute

position mode and turns on the output port and sets it to a low state.

Input : table - table number to use

./
init table(table)

m

int table;

{
configure_labnb();

table_pos[table] - 0L;

strcpy (g.MAC, "ILD0 IMN MPA 1000

send command (table);

get_command (table);

}
/t

be

");

motor on sends a command which turns the stepper motor power on. This should

called before any commands are sent that require the motor for movement.

Input :

*/

motor on (table)

{

table - table number to use
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strcpy (g.MAC, "ST0 ");

send command (table);

get_command (table);

sleep(l);

}
/.

motor off sends a command which turns off the stepper motor. This is used to

cut

down on RF interference produced by having the motor powered while acquiring

images.

Input : table - table number to use

*/

motor off (table)

{

strcpy (g.MAC, "ST1 ");

send command (table);

getcommand (table);

sleep(l);

}

/*

Sends table to it's home position. This is accomplished by sending a GH+5.1

to the

Compumotor controller, which in turn moves the table until the home position

switch

is activated.

Note that this routine will not return until the routine is assured that the

table is at the home position.

Input

*/

table - table number to use

go_home(table)

int table;

{

int found _ 0, i, j;

table_pos[table] - OL;

motor on(table);

strcpy (g.MAC, '°ILD0 IMN MPA 1000 1000 All GH+5.1 iO11

send command (table);

get command (table);

while (table active (table))

{

sleep(l);

strcpy (g.MAC, "I011 ") ;

send command (table);

get_command (table);

}

strcpy (g.MAC, "1000 ");

send command (table);

motor off(table);

}

);

/*
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move table_abs moves the given table to an absolute position. It also sends

commands which turn off the output port until the table is done moving, at

which

time the output port is then brought to a high level. This is used by

done move

to signal when a move is complete.

Input : table - table number to use

Input : pos absolute position to move table to

*/

move_table_zero (table)

int table;

{

long step;

motor on (table);

sprintf(g.MAC, "ILD0 IMN MPA 1000 AI0 Vl0 D%id G I011 ", 0) ;

send_command(table);

get_command(table);

}

move_table_abs (table, pos)

int table;

long pos;

{

long step;

motor on (table);

table_pos[table] = pos;

sprintf(g.MAC, "ILD0 IMN MPA i000 AI0 V1 D%id G i011 ",

send_command(table);

getcommand(table);

}

pos*-l);

/*

done_move checks to see if a table is active by checking the compumotor

output port.

If the output port is in a high state, it means that the motor has stopped.

If it

is low, the motor is still moving to the desired position.

Input

Function

Output :

to the

,/

table - table number to use

returns a 1 if the table is done moving, 0 if it is still moving

desired location.

done move (table)

int table;

{

int i;

if ( l(i = table active (table)))
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{
sprintf(g.MAC, "1000

send_command(table);

motor_off(table);

}
return (Ki);

}

"I;
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/*

motor dialog

contains routines relating to the motor control dialog box.

*/

#include "herrs.h"

#include "FaceLCH.h"

extern int current table;

long extern table_pos[2] ;

table_dlog()

{
long rel step-0L, abs step;

g.dialog[0] = 0;

g.dialog[l

g.dialog[2

g.dialog[3

g.dialog[4

g.dialog[5

g.dialog[6

g.dialog[7

= 0;

= 0;

= 0;

= 0;

= 0;

- i;

= 0;

g.dialog[8] - -2;

g.dialog[9] - -2;

sprintf (g.name, "%-81d%-81d", table pos[current_table], tel step);

FaceIt(0,SetDlg,1003,RetCtl,0,0);

Facelt(0,ShoDg2,RetCtl,0,0,0);

}

update_table dlog()

{
long rel step=0L, abs_step;

int dialog_item;

dialog_item - g.dialog[99];

Facelt (0, GetDlg, 1003, 0, 0, 0);

current table - g.dialog[7];

sscanf (g.name, "%81d%81d", &abs_step, &rel_step) ;

switch (dialog_item)

{
case I:

FaceIt (0, HidDg2, 0, 0, 0, 0);

return;

case 2:

case 3:

move_table_abs (current table, (abs_step + rel step) );

while (Idone move (current_table));

break;
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case 6:

move_table_abs (current_table, abs_step) ;

while (Idone_move (current_table));

break;

gohome (current_table);

break;

}

sprintf (g.name, "%-81d%-81d", table pos[current_table], rel_step );

Facelt(0,SetDlg,1003,RetCtl,0,0) ;

}
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/*

sitter.c

Contains :

scale

*/

#include "herrs.h"

void

cmplx

/*

*/

FFT(cmplx *data,int nn, int \sign ;

*cvectr( int size);

scale ()

scale is the Daivd Sitter algorithm that converts a N.A.T. database into

a telecentric database. This is the core of this algorithm (scaling routine)

void scale (long double **I, int msize, int nsize,int Mpad, int Npad, long

double fctr)

{

int i,j,m,n,min,max,Nmax;

long double j scaled,i_scaled,mag,alpha;

cmplx *s,*t;

Nmax = maxi(Mpad,Npad);

if ((s=cvectr(Nmax)) == NULL)

printf("\nerrorl\n");

if ((t=cvectr(Nmax)) == NULL)

printf("inError\n");

mag=l.0+fctr;

for (m=0;m<msize;m++)

{

for (j-0;j<nsize/2;j++)

{

s[j].re=I[m] [j+nsize/2];

s[j].im=0.0;

}

for (j=Npad-nsize/2;j<Npad;j++)

{

s[j].re=I[m] [j-Npad+nsize/2];

s[j].im=0.0;

}
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for (j-nsize/2;j<Npad-nsize/2;j++)

s[j].re - s[j].im = 0.0;

FFT (s, Npad, i);

for (j-0;j<=(Npad/2);j++)

{

j scaled-mag*((long double)j);

min-(int)(j_scaled);

max-min+l;

if (min <- Npad/2)

{
alpha = j_scaled - (long double)(min);

if (min != Npad/2)

{
t[j].re = s[min] .re*(l.0-alpha

t[j] .im - s[min].im*(l.0-alpha

}
else

{
t[j].re - s[min].re*(l.0-alpha ;

t[j].im - s[min] .im*(l.0-alpha ;

}
}

else

t[j].re - t[j].im - 0.0;

}

for (j=Npad-l; j>Npad/2; j--)

{
t[j].re - t[Npad-j].re;

t[j].im - -t[Npad-j].im;

}

+ s[max] .re*alpha;

+ s[max] .im*alpha;

FFT (t,Npad, -i);

for (j-0; j<nsize/2; j++)

I[m][j] - t[j+Npad-nsize/2].re;

for (j-nsize/2; j<nsize; j++)

I[m][j] - t[j-nsize/2].re;

}

for (n-0; n<nsize; n++)

{
for (i-0; i<msize/2; i++)

{

s[i].re - I[i+msize/2] [n] ;

s[i].im - 0.0;

}
for (i-Mpad-msize/2; i<Mpad;i++)

{
s[i].re - I[i-Mpad+msize/2] [n];

s[i].im - 0.0;

}
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for (i=msize/2; i<Mpad-msize/2; i++)

s[i] .re = s[i] .im = 0.0;

FFT (s, Mpad, I) ;

for (i=0; i<= Mpad/2; i++)

{
i_scaled = mag * ((long double)i);

min = (int)i scaled;

max = min + i;

if (min <= Mpad/2)

{
alpha = i_scaled - (long double)min;

if (min t= Mpad/2)

{
t[i].re = s[min] .re*

t[i] .im = s[min] .im*

}
else

{
t[i].re = s[min].re*

t[i].im = s[min].im*

}
}

else

t[i] .re = t[i] .im - 0.0;

}
for (i=Mpad-l; i>Mpad/2; i--)

{
t[i].re = t[Mpad-i].re;

t[i].im = -t[Mpad-i].im;

}

1.0 alpha

1.0 alpha

1.0 alpha

1.0 alpha

FFT (t, Mpad, -i);

for (i=0; i<msize/2; i++)

I[i] [n] - t[i+Mpad - msize/2].re;

for (i=msize/2; i<msize; i++)

I[i] [n] = t[i-msize/2].re;

}
free(s);

free(t);

+ s[max] .re*alpha;

+ s[max] .im, alpha;
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/*

*/

sitter drive.c

Contains code which interfaces sitter's scaling algorithm to HERSS standard

databases.

#include "herrs.h"

#define SIZE 256

#define HSIZE (256)

sitter (key)

key_file *key;

{
long double **image;

int i, x, y, slice;

FILE *in file, *out file;

long double xim, i_max;

unsigned char *im;

char fn[64];

long double fctr=-(0.007875/2.03125)*10.0;

if ((image - (long double **)calloc((SIZE), (long)sizeof(long double *) )) =-

NULL)

{
printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

for (i-0; i < SIZE; i++)

if ((image[i] - (long double *)calloc(SIZE, (long)sizeof(long double)))

=- NULL)

{
printf("\nUnable to allocate memory for complex buffer %dkn",i);

exit(-l);

}

if ((im - (unsigned char *)calIoc((X_LSIZE*Y_LSIZE , (long)sizeof(unsigned

char)) I. NULL)

{
printf("knUnable to allocate memory for offscreen bufferkn");

exit(-l);

}
printf("kn Memory Allocated \n") ;

for (slice - 0; slice < 20; slice++)

{
sprintf(fn, "%s.%d", key->filename, slice*f0) ;

load 8bit_image (im, fn);

for (x-0; x<ESIZE; x++)

for (y-0; y<HSIZE; y++)

image[x][y] = (long double) im[ref(x,y) ] ;
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fctr = (0.007875/2.03125) * ((long double (slice - i0) ) ;

printf("\nScaling...\n");

scale (image, 256, 256, 512, 512, fctr) ;

printf("knDone Scaling...\n") ;

i max = 0.0;

for (x=0; x<SIZE; x++)

for (y=0; y<SIZE; y++)

if (image[x][y] > i_max)

i_max = image[x] [y];

for (x-0; x<SIZE; x++)

for (y-0; y<SIZE; y++)

if (image[x][y] < 0.0)

im[ref(x,y) ] - (unsigned char (0) ;

else

im[ref(x,y)] - (unsigned char image[x][y] ;

sprintf(fn, "%s.%d", key->filename, slice+key->num_slices);

save_8bit_image (im, fn);

printf("\nimax - %f\n", i max);

}

free (im);

free (image);

}
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/*

*/

sitter fft.c

Contains standard FFT program acquired from Georgia Tech

#include "herrs.h"

#define SWAP(a,b) tempr=a;a=b;b=tempr

void FFT (cmplx *data, int nn, int isign)

{
int n, mmax, m, j, istep;

int i, k, i;

long double wtemp, wr, wpr, wpi, wi, theta;

long double tempr, tempi;

n = nn<<l;

j - i;

for (i-l; i<n; i+=2)

{
if (j>i)

{
k = j/2;

1 = i/2;

SWAP(data[k].re,data[l].re);

SWAP(data[k].im,data[l].im];

}
m=n>>l;

while (m>-2 && j>m)

{
j -= m;

m >>- I;

}
j +" m;

}
mmax - 2;

while (n > mmax)

{
istep = 2*mmax;

theta = 6.28318530717959/(isign*mmax);

wtemp = sin (0.5*theta);

wpr - -2.0*wtemp*wtemp;

wpi = sin (theta);

wr - 1.0;

wi = 0.0;

for (m-l; m<mmax; m+=2)

{
for (i-m; i<=n; i+-istep)

{
j = i + mmax;

k - j/2;
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1 = i/2;

tempr = wr*data[k].re - wi*data[k].im;

tempi = wr*data[k].im + wi*data[k].re;

data[k].re = data[l] .re - tempr;

data[k].im = data[l] .im tempi;

data[l].re += tempr;

data[l].im += tempi;

}
wr - (wtemp - wr)*wpr - wi*wpi + wr;

wi - wi*wpr + wtemp*wpi + wi;

}
mmax - istep;

}
if (isign -- -I)

{
for (k-O; k<-nn-l; k++)

{
data[k].re /- nn;

data[k].im /z nn;

}
}
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/*

./

ZC .C

Contains Z-Contrast Restoration Algorithm - (Both 3x3 & 5x5

#include "herrs.h"

#include "FaceLCH.h"

zc(key, kern)

key file *key;

int kern;

{

unsigned char *i;

int *f;

int slice, x, y, m, n;

unsigned char fn[64];

float contrast, *cont_max;

unsigned char i max, i min, *h;

long *dest_addr;

time t timer;

if

char))

(i - (unsigned char *)calloc((X_LSIZE*Y_LSIZE), (long)s zeof(unsigned

=- NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

if

NULL

(cont_max = (float *)calloc((X LSIZE*Y_LSIZE), (long)sizeof(float))) ="

{

printf("knUnable to allocate memory for offscreen buffer\n") ;

exit(-l);

}

if

char))

iS

(h - (unsigned char *)calloc((X LSIZE*Y_LSIZE), (long)sizeof(unsigned

=- NULL)

{

printf("\nUnable to allocate memory for offscreen bufferkn");

exit(-l);

}

(f " (int *)calloc((X LSIZE*Y LSIZE), (long)sizeof(int))) == NULL)

{

printf("\nUnable to allocate memory for offscreen buffer\n");

exit(-l);

}

switch (kern)
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case 3 :

for (slice = 0; slice < key->num_slices; slice++)

{
sprintf(fn, "%s.%d", key->filename, slice);

load_Sbit_image (i, fn);

printf("\nSlice %dkn", slice);

for (y - I; y < (y SIZE-I) ; y++)

{
for (x = i; x < (X_SIZE-I); x++)

{
i max = i[ref(x,y) ] ;

i min m i_max;

for (m = (x-l); m <= (x+l); m++)

for (n = (y-l); n <= (y+l) ; n++)

{
if ( i[ref(m,n)] > i_max )

i max = i[ref(m,n)];

if ( i[ref(m,n) ] < i_min )

i min = i[ref(m,n) ];

}
if ((i_max _* 0) I I (i_min I= 0))

contrast "

(((float)i max - (float)i_min) /

((float]i_max + (float)i min));

else

contrast = 0.0;

if (contrast > cont_max[ref(x,Y) ])

{

cont_max[ref(x,Y) ] = contrast;

f[ref(x,y) ] = slice;

h[ref(x,y) ] = i[ref(x,y) ] ;

}

}

}

}
sprintf( fn, "%s.bright.%d", key->filename, ZCONTRAST 3X3) ;

save_Sbit_image (h, fn);

sprintf( fn, "%s.shape.%d", key->filename, ZCONTRAST 3X3);

break;

case 5 :

for (slice - 0; slice < key->num_slices; slice++)

{
sprintf(fn, "%s.%d", key->filename, slice);

load_Sbit_image (i, fn);

printf("knSlice %dkn", slice);

for (y = I; y < (Y_SIZE-I) ; y++)

{
for (x = i; x < (X_SIZE-I); x++)

{
i max - i[ref(x,y) ] ;

i min - i_max;
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ROUTING NAME MODULE NAME PAGE

alg_alert
auto_step
average_2
ave rag e_3
cancel

capture
check_alg

clear_pix
clear_radius
close_key_file
configure_labnb
convert_freidbase
conve rt_scan
copy_8bit_map
copy_key
display_nv shape
display_shape
do_blank_key_dialog
do_key_dialog
do_live
domenus

done_move
exist
FFT

get_command
get_comp_image
get_proc_slice
go_home
hausler

hgs
hgs_dialog
hide all key

histogram
las

_as_alert
init commit

init_nuvista
init_table
initialize_nvbuf

key_dialog
key_notes
key_step
Ioad_8bit_image
Ioad_16bit_image
Ioad_32bit_image

alg_dialog.c
key_dialog.c
ias.c
ias.c
file.c

capture.c
file.c

hgs.c
hgs.c
file.c

lab_nb.c
convert.c

laser_data.c
hgs.c
analysis.c
hgs.c
hgs.c
analysis.c
analysis.c
live.c
herss.c
motor.c
file.c

sitter_fft.c
motor.c

analysis.c
hgs.c
motor.c
hausler.c

hgs.c
hgs._dialog.c
key_dialog .c
analysis.c
ias.c

ias_dialog.c
motor.c

capture.c
motor.c

hgs.c
key_dialog.c
file.c
file.c
file.c
file.c
file.c

B-1
B-64
B-60
B-60
B-32
B-17
B-33
B-54
B-51
B-23
B-66
B-19
B-68
B-56
B-14
B-55
B-54
B-13
B-12
B-73
B-41
B-79
B-33
B-88
B-77
B-11
B-55
B-78
B-38
B-47
B-57
B-64
B-2
B-59
B-62
B-76
B-15
B-77
B-49
B-63
B-27
B-27
B-30
B-32
B-31
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